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1   Introduction
At the last RAN3#93 the concept of isolation of radio resources was described in section 9.3 of RAN3 TR [4] in two possible deployments:
· When shared radio resources are used;
· When dedicated radio resources are used.

In particular, for assigned dedicated radio resources, the following examples were given:
Each slice may be assigned with either shared or dedicated radio resource up to RRM implementation and SLA. When assigned dedicated radio resource the slice may be isolated and configured by RAN with one or more of below items:

-
Time/frequency/code resources etc;

-
Access channel;

This paper aims to clarify how “dedicated radio resources “ can be isolated especially for accessing RAN. 
2 Description
Access channel resources dedicated to a slice (e.g. slice 1) could have two meanings:

· UEs of a different slice 2 cannot use at all the resources dedicated to slice 1. For example Public safety UEs could be assigned specific access channel resources which are not available to others. (1)

· UEs of slice 1 are not allowed to use resources of other slices. For example, mIOT UEs could be assigned dedicated specific access channel resources (e.g. RACH) which they are mandated to use exclusively so that any surge of mIOT traffic does not affect/block other services. (2) 

Proposal 1: need to clarify the definition of dedication of certain radio resources to certain slices. Agree that radio resources dedication to a given slice 1 can be in the two directions:
· Exclusive access of these dedicated resources for the UEs supporting slice 1

· Mandatory use of these dedicated resources by the UEs supporting slice 1
Mechanisms to ensure dedicated radio access channel resources
In order to respect the dedication of access channel resources to certain slices, it may become necessary to prevent access of UEs using certain slices as per the clarification here-above. Assuming UEs have either been configured with the set of slices they support or have received them from the network, several prevention mechanisms could be thought of:

Rejection of certain slices at connection setup:
One option to forbid the access of certain slices is to reject the UEs which indicate the corresponding NSSAI in their RRC connection request. However this solution would not limit the load on the access channel coming from these UEs so is not very efficient.

Cell barred for certain slices

To avoid the issue above, another option could be Cell barred for certain slices which would mean a long term exclusion of certain UEs. If those UEs cannot even camp on these cells, this would assume that they can find coverage on other overlapping cells. One example could be if they can always find a specific dedicated carrier which is reserved for this specific slice (e.g. mIOT). This feature would need broadcast of the slices which are barred on the air which is a RAN2 matter.

Access class barring

In case the deployment doesn’t allow continuous coverage on a dedicated carrier frequency for certain slices, the UEs of these slices could be simply barred from trying access while still allowing to camp on the cell. This would be an equivalent of access class baring but instead of certain access classes, it would apply to certain slices. However one can note that access classes are UE characteristics which do not depend on subscription. Instead support of slices for UEs is more of a subscription matter. Therefore, the access class barring is not  really applicable in this case.

Cell Subscriber Group

In contrast to access classes, the belonging to a Cell Subscriber Group is a subscription matter, like the support of certain slices for the UE. For CSG, cells broadcast two types of information elements: a CSG indicator and the CSG ID indicating which CS groups are allowed to try access. A similar mechanism could be applied for slices i.e. cells which want to prevent access of UE supporting certain slices could broadcast the allowed/forbidden equivalent of “slice IDs”.   

Conclusion: there needs to be some mechanisms to control access of UEs belonging to certain slices to certain cells; some involve broadcast over the air of which slices are allowed in the cell and some not. However this choice should be a RAN2 decision. It is proposed to have RAN2 responsible for this decision making.

Proposal 2: clarify that whether dedicated radio resources can apply to access channel resources is a RAN2 decision.

Mechanisms to ensure dedicated radio resources other than access channels

When there is no restriction of access for certain slices but the restriction bears on other resources, the network can manage the situation itself. The network can for example apply pre-emption of the resources wherever necessary, or could e.g. redirect a UE from one cell to another.

 When we consider the UE in connected mode, then the question of mobility comes. In order to prevent handing over UEs of certain slices towards cells which cannot accept them due to quota of dedicated resources exhausted, one could be tempted to exchange over Xn the load per slice/cell or simply the slices supported per cell in order to influence the selection of candidate cell during the handover process.

This question recalls the past discussion on exchange of load per PLMN due to some “quota of resources usage  per PLMN” in some RAN sharing scenarios. It had been concluded in RAN3 that implementation mechanisms are good enough.

Proposal 3: discuss and clarify in the TR that management of dedicated resources other than access channel resources could be left implementation dependent. In particular whether there is a need to exchange information about the slices supported by neighbor cells across Xn interface.

3 Conclusion and proposals
This paper has analysed the current description of assignment of dedicated resources for slices and make three proposals:

Proposal 1: need to clarify the definition of dedication of certain radio resources to certain slices. Agree that radio resources dedication to a given slice 1 can be in the two directions:

Proposal 2: clarify that whether dedicated radio resources can apply to access channel resources is a RAN2 decision.

Proposal 3: discuss and clarify in the TR that management of dedicated resources other than access channel resources could be left implementation dependent. In particular whether there is a need to exchange information about the slices supported by neighbor cells across Xn interface.

The following annex A illustrates the proposed changes to the RAN3 TR [4].
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9
Realization of Network Slicing
9.1
Key principles for support of Network Slicing in RAN
Network Slicing is a new concept to allow differentiated treatment depending on each customer requirements. With slicing, it is now possible for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with each having different service requirements that govern in terms of what slice types each tenant is eligible to use based on Service Level Agreement (SLA) and subscriptions. 

The following key principles apply for support of Network Slicing in RAN
Area not affected by changes 

Resource isolation between slices
-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice

Editor’s note:. It is FFS if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.

Area not affected by changes 

9.3
Resource Isolation between slices

Resource isolation enables specialized customization and avoids one slice affecting another slice. Hardware/software resource isolation is up to implementation. Each slice may be assigned with either shared or dedicated radio resource up to RRM implementation and SLA.
Assigning dedicated radio resources to a given slice 1 means one or both of the two directions below:

· Exclusive access of these dedicated resources for the UEs supporting slice 1

· Mandatory use of these dedicated resources by the UEs supporting slice 1
When assigned dedicated radio resource the slice may be isolated and configured by RAN with one or more of below items:

-
Time/frequency/code resources etc;

-
Access channel;

Editor’s note: It is up to RAN2 to determine if access channel resources can be assigned to dedicated resources.

Editor’s note: It is up to RAN1/RAN2 to decide how to partition access channel e.g. in frequency, time and preamble.

-
Independent Access control, Load control, QOS etc.

The management of dedicated resources other than access channel resources can be left implementation dependent. In particular there is no need to exchange information about the slices supported by neighbor cells across Xn interface.
Logically, slices may be isolated in terms of DRBs. 

The RAN should be allowed to serve traffic for different slices via shared resources. 
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