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1   Introduction
Direct interface between gNBs is an essential issue for the study of NR in RAN [1]. In the last RAN3 #93 meeting, it was agreed that
· The interface allowing to interconnect two gNBs or one gNB and one eLTE eNB with each other is referred to as the Xn interface.
Note: In this paper we only discuss the case that eLTE eNB connects with NG-Core.
This paper intends to provide the analysis of functions and protocol stack design for Xn interface.
2   Discussion
2.1   Protocol stack of Xn
The Xn interface between gNBs shall support control plane and user plan separation. 
For Xn-C, it should include Radio Network Layer(RNL) and Transport Network Layer(TNL). Similar with our discussion on NG-CP, there were several transport layer protocol options for S1-C/X2-C during the standardization of E-UTRAN, such as TCP, UDP and SCTP. Before then, RAN3 had studied the 3 transport protocols for Iub signaling bearers of UTRAN, see e.g. [2]. It concluded that SCTP is a better alternative in term of reliability, performance and other aspects, which are list below.  

· Reliability

· UDP is a transport layer protocol that provides unreliable transport due to its connectionless state. Comparably, TCP and SCTP are both connection-oriented transport protocols. TCP provides octet-level reliable transport, while SCTP can provide message-level reliable transport, which is more suitable for transmitting signaling messages. 

· Availability 

· Only SCTP is multi-homing, that is one SCTP endpoint can support multiple IP addresses, by which a greater survivability is provided in case of network failures.

· Performance 

· TCP and SCTP can maintain congestion control over the entire connection, while UDP cannot. Furthermore, SCTP features multi-streaming, which enable map signaling bearers onto different streams. On the contrary, regarding TCP, multiple transactions can be multiplexed in one TCP connection, and the packet loss of one transaction can interfere with others within the same connection.

Based on the discussion above, when considering Xn-C, SCTP on top of IP can be used as showed in Figure 1. That is, the transport IP layer is used to deliver the signalling PDUs as a point-to-point transmission, while the SCTP layer provides the guaranteed delivery of application layer messages.
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Figure 1: Xn Interface Control Plane

Proposal 1: The control plane of Xn interface between gNBs should be SCTP based.
2.2   Xn interface functions
Xn interface function should include some global functions and some fundamental functions which are some or similar with legacy X2 interface. The following table lists all the functions included in TS 36.423[3], and the applicability to 5G with a preliminary analysis.
	Function
	Definition
	Is applicable for Xn?

	Mobility Management
	This function allows the eNB to move the responsibility of a certain UE to another eNB. Forwarding of user plane data, Status Transfer and UE Context Release function are parts of the mobility management.
	YES

	Dual Connectivity
	This function allows the eNB to request another eNB to provide radio resources for a certain UE while keeping responsibility for that UE.
	YES (for Option 7/7a, Option 4/4a)

	Load Management
	This function is used by eNBs to indicate resource status, overload and traffic load to each other.
	YES

	Reporting of General Error Situations
	This function allows reporting of general error situations, for which function specific error messages have not been defined.
	YES
Xn Interface Management

	Resetting the X2
	This function is used to reset the X2 interface.
	YES
Xn Interface Management

	Setting up the X2
	This function is used to exchange necessary data for the eNB for setup the X2 interface and implicitly perform an X2 Reset.
	YES
Xn Interface Management

	eNB Configuration Update
	This function allows updating of application level data needed for two eNBs to interoperate correctly over the X2 interface.
	YES
Xn Interface Management

	Mobility Parameters Management
	This function allows the eNB to coordinate adaptation of mobility parameter settings with a peer eNB.
	FFS(depends on SON for NR)

	Mobility Robustness Optimisation
	This function allows reporting of information related to mobility failure events.
	FFS(depends on SON for NR)

	Energy Saving
	This function allows decreasing energy consumption by enabling indication of cell activation/deactivation over the X2 interface.
	FFS(depends on SON for NR)

	X2 Release
	This function allows an eNB to be aware that the signalling connection to a peer eNB is unavailable.
	FFS
It is used for X2 GW in LTE.

	Message Transfer Registration

	This function allows indirect transport of X2AP messages to a peer eNB.
	FFS 

It is used for X2 GW in LTE.

	Removing the X2
	This function allows removing the signaling connection between two eNBs in a controlled manner.
	FFS

	Inter-eNB UE Context Resume
	This function allows retrieval of a suspended UE context.
	FFS depending on “inactive mode”


Proposal 2: Xn-C interface supports following functions:
-
Interface management: procedures to manage the Xn-C interface;
-
Mobility management: procedures to manage the UE mobility for connected mode between two gNB/eLTE eNB;
-
Dual Connectivity: allows the gNB/eLTE eNB to request another gNB/eLTE eNB to provide radio resources for a certain UE while keeping responsibility for that UE. this should be a part of Tight Interworking function.
Apart from the above fundamental functions similar to X2, there are some New RAN specific functions that will have inmpact on Xn interface. 

	Functions specific for New RAN
	Definition
	Impact on Xn-C

	Network Slice support
	This function provides the capability for NR RAN to support network slicing
	YES

1) RAN nodes may need to exchange network slice support capability.

2) UE associated slice modification/release related signaling and procedure during handover.

	Tight Interworking with LTE


	This function enables tight interworking between NR and evolved E-UTRA by means of data flow aggregation. This function includes at least dual connectivity. Interworking with evolved E-UTRA is supported for collocated and non-collocated site deployments.
	The interface between LTE eNB and NR gNB in Option 3/3a is Xx interface, not Xn interface.

Xn supports tight interworking in option 7/7a and option 4/4a is covered by Dual Connectivity function in proposal 2.

	Multi-connectivity


	This function provides means for connectivity between an New RAN node and multiple New RAN nodes by means of data flow aggregation.
	Not clear, FFS.

	evolved E-UTRA-NR handover through a New RAN interface


	This function provides means for evolved E-UTRA-NR handover via the direct interface between an eLTE eNB and a NR BS.
	YES. Xn interface needs to support evolved E-UTRA-NR handover.

	Session Management


	This function provides means for the NG-Core to create/modify/release a context in the New RAN associated with a particular PDU session of a UE.
	Under discussion in SA2, FFS.


Proposal 3: Xn-C interface also need to support following functions:
-
Network slice management: procedures to manage network slices;

-
Evolved E-UTRA-NR handover: procedures to handover between eLTE eNB and gNB. This could be a part of mobility management function.
-
Tight Interworking: procedures for one gNB(eLTE eNB)to configure another eLTE eNB(gNB) to provide radio resource for a certain UE while keeping responsibility for that UE.  

3   Conclusion
Proposal 1: The control plane of Xn interface between gNBs should be SCTP based.
Proposal 2: Xn-C interface supports following functions:
-
Interface management: procedures to manage the Xn-C interface;
-
Mobility management: procedures to manage the UE mobility for connected mode between two gNB/eLTE eNB;
-
Dual Connectivity: allows the gNB/eLTE eNB to request another gNB/eLTE eNB to provide radio resources for a certain UE while keeping responsibility for that UE. this should be a part of Tight Interworking function.
Proposal 3: Xn-C interface also need to support following functions:
-
Network slice management: procedures to manage network slices;

-
Evolved E-UTRA-NR handover: procedures to handover between eLTE eNB and gNB. This could be a part of mobility management function.
-
Tight Interworking: procedures for one gNB(eLTE eNB)to configure another eLTE eNB(gNB) to provide radio resource for a certain UE while keeping responsibility for that UE.  
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Annex:
Text Proposal

We propose to add the following text to Section 6.3.2 in TR 38.801 V0.4.0.

----------------------------------------------  Start of text proposal -----------------------------------------------------------------------
6.3.3
RAN internal interface
6.3.3.1
Xn Interface

The interface allowing to interconnect two gNBs or one gNB and one eLTE eNB with each other is referred to as the Xn interface.
Editor’s note: The applicability of this interface for a connection between two eLTE eNBs is FFS. 

6.3.3.1.1
General principles
The general principles for the specification of the Xn interface are as follows:

-
the Xn interface shall be open;

-
the Xn interface shall support the exchange of signalling information between the endpoints, in addition the interface shall support data forwarding to the respective endpoints;

-
from a logical standpoint, the Xn is a point-to-point interface between the endpoints. A point-to-point logical interface should be feasible even in the absence of a physical direct connection between the endpoints.

-
the Xn interface shall support control plane and user plane separation;

-
the Xn interface shall separate Radio Network Layer and Transport Network Layer;

-
the Xn interface shall be future proof to fulfil different new requirements, support new services and new functions.

6.3.3.1.x
Xn Interface Functions
Xn-C interface supports following functions:
-
Interface management: this function is to manage the Xn-C interface including:

-
General Error reporting: procedures to report general errors;

-
Reset functionality to ensure a well defined initialisation on the Xn interface.

-
Error Indication functionality to allow a proper error reporting/handling in cases where no failure messages are defined.

-
Xn Setup functionality for initial Xn interface setup for providing configuration information

-
Configuration Update functions are to update application level configuration data needed for the peers.
-
Mobility management: the function is to manage the UE mobility for connected mode between two gNBs and between eLTE eNB and gNB;
-
Network slice management: the function is  to manage network slices;
-
Tight Interworking: The function enables tight interworking between NR and evolved LTE by means of data flow aggregation. This function includes at least dual connectivity.
6.3.3.1.y 
Xn Control plane

The Xn control plane interface (Xn-CP) is defined between two neighbour NR gNBs. The control plane protocol stack of the Xn interface is shown on Figure 6.3.3.1.y-1 below. The transport network layer is built on SCTP on top of IP. The application layer signalling protocol is referred to as Xn-AP (Xn Application Protocol).
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Figure 6.3.3.1.y-1: Xn Interface Control Plane
---------------------------------------------- End of text proposal -----------------------------------------------------------------------
3GPP


_1531732333.doc










































SCTP



























Physical layer



















Xn-AP







Data link layer







IP












_1532180299.doc










































SCTP



























Physical layer



















Xn-AP







Data link layer







IP












