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Introduction
RAN3 TR 38.801 [1] captures eight different functional split options between central and distributed units (CU and DU) for initial study, taking LTE protocol stack as a baseline for further discussions: 
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In this contribution, we study the details of the option 6 (MAC-PHY split) and discuss the fronthauling effects in details. We also look into benefits and limitations of this functional split.
NOTE: The terms CU and DU are used extensively throughout the TR 38.801 [1], however there is no definition yet. A definition is proposed in a separate contribution [6].
2

Discussion

1.1     Benefits of MAC-PHY split
The main benefit of the functional split in which the MAC layer is located in the centralized unit (CU) is the centralized scheduling. In LTE, the MAC protocol is the lowest entity in the layer-2 architecture to provide 
· Multiplexing and de-multiplexing between the transport channels (categorized by how the information is transferred through physical radio interface) and logical channels (categorized by type of information, i.e., diverse control/user-plane traffics). 
· Dynamic physical resource allocations and traffic prioritizations that fulfil the expectations of multiple flows/UEs and QoS requirements over scarce wireless resources [2]. 
In the MAC-PHY split, the MAC layer in the CU may be connected to multiple distributed units (DU) each consisting of PHY layer and RF components. Centralized MAC scheduler controlling multiple DUs and having the radio information for multiple cells will allow more efficient (compared to the distributed architecture) inter-cell interference management and support for features such as CoMP (Coordinated Multi-Point) for joint processing and coordinated scheduling, CA (Carrier Aggregation), etc.
Observation 1: Centralized MAC scheduler enables more efficient (compared to the distributed architecture) inter-cell interference management and support for features such as CoMP, CA, etc., with a multi-cell view.
Additional benefits of the MAC-PHY split and centralized MAC are:
· Independent evolution of a software/hardware in CU and DU [3]: Separating PHY/RF components from the protocol stack layers allows the control and configuration on the PHY/RF components in each DU to be abstracted in CU for the central management. A DU hardware can evolve independently of the CU.
· Performance optimization across DUs (e.g. resources pooling): The CU’s higher processing capability will enable highly centralized and large-scale processing [3,4]. This will further enable the MAC to perform real-time load management and performance adaptation across DUs.  

Observation 2: The MAC-PHY functional split option allows an independent software/hardware evolution in CU and DU. Moreover, the CU’s higher processing capability enables resources pooling and usage of large-scale processing for real-time load management and performance optimization across DUs.
1.2     MAC operation and fronthauling considerations
2.2.1  MAC scheduling

For scheduling, the information required by the MAC scheduler needs to be provided in a timely fashion. The required information can be categorized as follows:
-
Traffic related information (e.g. QoS) from upper layers in DL and BSR, PHR from UE in UL
-
Measurement and signal strength related information from PHY
Moreover, there are timing restrictions on the scheduling decision such as configuration data (e.g. MCS, Layer Mapping, Beamforming, Antenna Configuration) and resource block allocation, which need to be delivered to the PHY layer in each DU. This means that the MAC scheduler in CU and PHY in DU may need to interact with subframe-level timing in order to maximize the efficient use of scarce physical resources. 
Observation 3: The MAC scheduler in CU and PHY in DU may need to interact with subframe-level timing in order to maximize the efficient use of scarce physical resources. 
As there will be some transport network delay between CU and DUs, this functional split option will exhibit a tradeoff between scheduling performance and fronthaul delay. To further understand how transport network latency affects the MAC-PHY split option, it will be important to understand:
-
Delay characteristics of the fronthaul transport network deployed between CU and DUs.
-
How MAC scheduling performance (in regard to different metrics such as average throughput, minimum outage probability) is affected by delayed updates of the required information (from PHY to MAC such as signal measurements and UE’s BSR/PHR) and the scheduling decision (from MAC to PHY such as configuration data and resource block allocation).
In some CU-DU deployments with the MAC-PHY split with long fronthaul delay, the average throughput gain from the centralized MAC scheduling can be negatively affected. Therefore, this particular functional split may not be feasible in such deployments. If, however, the fronthaul transport network has sufficiently low latency, this split helps in realizing CoMP and other advanced centralized scheduling technologies performance gains. 
Observation 4: In order to further evaluate this option, it is important to understand fronthaul delay characteristics between CU and DUs, and how the delayed update of the required information (from PHY to MAC) and scheduling decision (from MAC to PHY) affects the MAC scheduling.
2.2.2  HARQ and other MAC functionalities
In addition to the MAC scheduling, the fronthaul delay can also impact other delay-sensitive MAC functions.

One example MAC function which may potentially be affected by long fronthaul delay is HARQ, a mechanism to correct the error packet during delivery through physical radio interface. In general, shorter HARQ round trip delay between two MAC entities (one in the UE and one in the NW) would be desirable to reduce latency and improve transmission efficiency. In LTE, the maximum HARQ response is limited to 4ms for the end-to-end (between ingress/egress points of the Layer-2/3 protocol). In NR, RAN1 currently assumes that HARQ process is asynchronous, meaning that there may be no fixed requirement on the HARQ round trip delay. However, considering that NR is targeting the maximum end-to-end DL/UL user-plane latency of 0.5ms for URLLC and 4ms for eMBB [5], some services in NR may require stringent constraints on the HARQ latency. 

Observation 5: In NR, RAN1 currently assumes that HARQ process is asynchronous, and thus there may be no fixed requirement on the HARQ round trip delay. However, some services (e.g. URLLC) in NR may require stringent constraints on the HARQ latency.
In the MAC-PHY split, the HARQ is performed in CU. Therefore, the round trip delay of the fronthaul transport network will affect DL/UL HARQ responses. At least in some deployments, the round trip fronthaul delay will limit the latency of HARQ operations, which may not satisfy the requirement of a service in NR.

In comparison, the HARQ latency of the intra-MAC protocol splitting option 5 (described in a separate contribution [7]) can be free from such limitation by fronthaul as the HARQ entity can be located in DU. 

Other MAC functions (e.g. random access control, timing advance command) may also be affected by additional round-trip fronthaul delay. For example, Timing Advance Command MAC CE in LTE is generated and transmitted to UE when the network detects the time difference between PUSCH/PUCCH/SRS reception from UE and the subframe timing. If NR follows the same procedure, there will be an increased time gap between network detection at PHY layer and actual MAC CE transmission due to fronthaul delay. This issue is however less problematic compared to HARQ, which is likely to have strict timing requirements.

Observation 6: With MAC-PHY split, at least in some deployments, the round trip fronthaul delay will limit the latency of HARQ operations, which may not satisfy the requirement of a service in NR. 
We propose to capture the MAC-PHY split description and considerations brought forward in the present paper in the TR 38.801 [1]. A TP is provided below.

Proposal 1: to capture the MAC-PHY split description and considerations brought forward in the present paper in the TR 38.801 [1].

3

Conclusions and proposals

In the present contribution we discuss the MAC-PHY functional split option and make the following observations:

Observation 1: Centralized MAC scheduler enables more efficient (compared to the distributed architecture) inter-cell interference management and support for features such as CoMP, CA, etc., with a multi-cell view.

Observation 2: The MAC-PHY functional split option allows an independent software/hardware evolution in CU and DU. Moreover, the CU’s higher processing capability enables resources pooling and usage of large-scale processing for real-time load management and performance optimization across DUs.
Observation 3: The MAC scheduler in CU and PHY in DU may need to interact with subframe-level timing in order to maximize the efficient use of scarce physical resources.
Observation 4: In order to further evaluate this option, it is important to understand fronthaul delay characteristics between CU and DUs, and how the delayed update of the required information (from PHY to MAC) and scheduling decision (from MAC to PHY) affects the MAC scheduling.
Observation 5: In NR, RAN1 currently assumes that HARQ process is asynchronous, and thus there may be no fixed requirement on the HARQ round trip delay. However, some services in NR (e.g. URLLC) may require stringent constraints on the HARQ latency.
Observation 6: With MAC-PHY split, at least in some deployments, the round trip fronthaul delay will limit the latency of HARQ operations, which may not satisfy the requirement of a service in NR. 

Based on the above observations, we propose: 

Proposal 1: to capture the MAC-PHY split description and considerations brought forward in the present paper in the TR 38.801 [1].

The text proposal for the TR 38.801 [1] provided below can be a starting point for this discussion.
4  Text proposal for TR 38.801

--------------------------------------------Start of text proposal---------------------------------------------
6.1.2.2
Detailed Description of Candidate Split Options and Justification
6.1.2.2.6
Option 6 (MAC-PHY split)

Description: The MAC and upper layers in the central unit (CU) are connected to possibly multiple distributed units (DU) with PHY layer and RF components. The interface between the CU and DUs carries data, configuration, and scheduling-related information (e.g. MCS, Layer Mapping, Beamforming, Antenna Configuration, resource block allocation, etc.) and measurements. The interface may be modelled based on transport channels (or their equivalent in NR) or other model.
Benefits and Justification: The centralized MAC scheduler can control multiple transmission points located in multiple DUs, therefore allowing efficient interference management and support for features such as CoMP (Coordinated Multi-Point) for joint processing and coordinated scheduling, CA (Carrier Aggregation) and other potential advanced scheduling techniques with a multi-cell view. Moreover, it allows resource pooling and with the CU’s higher processing capability, highly centralized and large-scale processing can be enabled to support real-time load management and performance optimization across DUs. This option also allows an independent evolution of a software/hardware in CU and DU.
Cons: This split may require subframe-level timing interactions between MAC layer in CU and PHY layers in DUs. Round trip fronthaul delay may affect HARQ timing and therefore this option may not be suitable for some use cases (e.g. URLLC) in some deployments.
-----------------------------------------------End of text proposal-------------------------------------------
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