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Introduction
In [1] SA4 replied to RAN3 with an LS that clarifies some aspects of their work on Dynamic Adaptive Streaming over HTTP (DASH) and in general on how to resolve video transmission issues.
The LS and attachments to it reveal that SA4 is tackling a number of issues regarding video delivery over DASH in a work called Server and Network Assisted DASH (SAND). 
This paper analyses the inputs from SA4 and provides a way forward in RAN3 in order not to duplicate work between the two groups and above all in order not to generate possible conflicting solutions. 
Server and Network Assisted DASH in SA4
The LS sent by SA4 in [1] starts by stating some of the objectives set in the SAND work. The following is reported as an excerpt of [2]:
In particular, the following functionality may be of particular 3GPP relevance and will be studied:

· Streaming enhancements via intelligent caching, processing and delivery optimizations on the server and/or network side, based on feedback from clients on anticipated DASH Segments, accepted alternative DASH Representations and Adaptation Sets, and requested bandwidth.

· Improved adaptation on the client side, based on network/server-side information such as cached Segments, alternative Segment availability, and network throughput/QoS.
 
The above objectives state that SA4 is conducting work on the following topics that are of relevance to the work ongoing in RAN3:
· Video content caching
· Optimisation of video content delivery via network assistance information
· Optimisation of video bandwidth prediction based on cached/available traffic and estimated network throughput/QoS
Observation 1: SA4 is carrying out work on video content caching and video delivery optimisation including resolving buffer issues, DASH throughput prediction issues and long delay issues

The LS from SA4 carries on asking RAN3 a question about “what is exactly meant by a DASH client not having accurate throughput prediction”. 
Indeed, SA4, who is the group responsible for specification of DASH aspects and similar video application protocols, points out to RAN3 that 
“Within 3GPP, DASH specified in TS 26.247, but the rate adaptation aspects are not specified and are implementation-specific” 
Therefore, the following statement made by RAN3 in LS R3-161535 is not entirely accurate:
“During the video optimization discussion, one issue is a DASH client cannot have the accurate throughput prediction”
The above statement seems to be based on an understanding that DASH throughput prediction is based on standardised mechanisms and that there is evidence proving that such prediction cannot be accurate.
However, RAN3 learned from SA4 that DASH throughput prediction is implementation specific, therefore whether such prediction is accurate or not depends on how good or bad an implementation is. It would be plausible to state that such prediction can be affected by an error, but that does not mean that the prediction is not accurate. At best, one would be able to state that throughput prediction could be optimised, but it is incorrect to state that a DASH client cannot have an accurate throughput prediction.

Observation 2: DASH throughput prediction is implementation specific. It is therefore incorrect to state that a DASH client cannot accurately predict requested throughput. At best one can state that predicted throughput could be optimised, depending on implementation. The issue description “Inaccurate throughput prediction for DASH issue” in TR 36.933 needs therefore to be corrected accordingly.

The LS then defines part of the scope of the work currently carried out by SA4 in the SAND work, in particular:
“MPEG SAND defines messages to enable network assistance for improving DASH client adaptation. For instance, MPEG SAND contains messages on throughput (at the TCP level) and QoS information (including GBR, MBR, delay and packet loss parameters) signalled from the network (i.e., PSS server as described in clause 5.1 of the attached TR 26.957) to the DASH client”
From the above it can be understood that SA4 is already working on solutions that involve network assistance to improve the performance of DASH. Such network assistance is provided as information sent over open interfaces between different entities of the DASH application. The messages exchanged by such entities include throughput recommendations, QoS recommendations and more.
To understand better the work SA4 is carrying out RAN3 should analyse the SA4 TR26.957. This TR mentions:
“MPEG’s Server and Network Assisted DASH (SAND) technology, i.e., specified in ISO/IEC 23009-5 [2] offers standardized interfaces for service providers and operators to enhance streaming experience. In order to enhance the delivery of DASH content, SAND introduces messages between DASH clients and network elements or between various network elements for the purpose to improve efficiency of streaming sessions by providing information about real-time operational characteristics of networks, servers, proxies, caches, CDNs as well as DASH client’s performance and status.”
From the above it can be clearly understood that the work tackled by SA4 focusses on defining signalling over open interfaces for the communication between DASH-aware nodes and network elements with the purpose of optimising video content delivery.
Observation 3: SA4 is working on defining signalling messages over open interfaces between DASH-aware entities and network elements. SA4 is the group of competence when it comes to specification involving DASH.
To confirm that SA4 is working in an area overlapping exactly with the DASH issues highlighted by RAN3, the SA4 TR26.957 includes the following use case:
6.4	Use Case # 4 Network Assistance for DASH
6.4.1	Use Case Description
DASH clients typically perform rate adaptation based on their buffer fullness level, available representation rates and estimates of short-term future throughput. In a wireless network the throughput typically varies quite fast with time, while the client adaptation adjustment is relatively slow, leading to an estimation by the client that carries an error. Accumulated errors, and/or significant individual estimation errors can lead to buffer underrun and stalling of audio/video content playback during re-buffering. 
The use case for network assistance consists of providing the client with better estimates of the short term throughput so it can better adapt to the throughput and avoid stalling of audio/video playback. This would be a beneficial functionality when introducing MPEG SAND into the 3GPP wireless mobile network context. 
Based on the available media rates the network may assist the client with a recommendation of the highest suitable media rate for the next coming media download, i.e. a Recommended rate.
Further, to avoid buffer underrun, the network may also assist the client in situations where the buffer level is very low.

The above use case not only explains the possible problems encountered by the DASH application but also starts presenting a solution according to which the network may assist DASH-aware entities with information that can improve throughput prediction and that can solve the low buffer problem.

In addition to the above information about the work carried out by SA4 the following should be considered:

· SA4 is the group of competence for the understanding of problems, possible enhancements and current standardized mechanisms of video streaming protocols such as DASH. Indeed, SA4 is the group responsible for the DASH spec TS26.247
· DASH is a protocol that communicates over open interfaces via HTTP and XML messages. The DASH interfaces are not RAN interfaces and are usually defined as “over the top”. These interfaces are therefore outside the scope of RAN3 
It is therefore proposed that RAN3 allows SA4 to develop its work on SAND, which is already expanding in the solution design area, and puts on hold discussions on Issue 3 “Video transmission issue cases” in section 4.3 of TR36.933.
It is proposed that RAN3 sends an LS to SA4 stating that SA4 should feel free to involve RAN3 if any need for RAN interface signalling is foreseen in the solutions developed by SA4. 
The importance of setting the order of work in SA4 first and then in RAN3 is that SA4 is the group that can judge what are the key issues and enhancements needed to improve video delivery. Once SA4 reaches a better convergence on a solution for video content delivery optimisation, RAN3 can be involved to derive RAN interface signaling support, if at all required. 
Proposal: it is proposed that RAN3 puts on hold the work on Issue 3 “Video transmission issue cases” in section 4.3 of TR36.933 and that an LS is sent to SA4 to ask for RAN3 involvement when SA4 reaches convergence on video delivery optimisation solutions and if support from RAN interface signalling is needed.
Conclusions
This paper provided an analysis of the reply LS from SA4 in [1] and of the TR26.957 SA4 is working on. The paper explained how SA4 is the group of competence for the understanding of problems affecting video delivery as well as for the design of solutions that can improve applications like DASH, which handle adaptive video content delivery.
The paper produced the following observations:
Observation 1: SA4 is carrying out work on video content caching and video delivery optimisation including resolving buffer issues, DASH throughput prediction issues and long delay issues
Observation 2: DASH throughput prediction is implementation specific. It is therefore incorrect to state that a DASH client cannot accurately predict requested throughput. At best one can state that predicted throughput could be optimised, depending on implementation. The issue description “Inaccurate throughput prediction for DASH issue” in TR 36.933 needs therefore to be corrected accordingly.
Observation 3: SA4 is working on defining signalling messages over open interfaces between DASH-aware entities and network elements. SA4 is the group of competence when it comes to specification involving DASH.
It is suggested to agree to the following proposal and to the draft LS in [3], which reflects the proposed way forward:
Proposal: it is proposed that RAN3 puts on hold the work on Issue 3 “Video transmission issue cases” in section 4.3 of TR36.933 and that an LS is sent to SA4 to ask for RAN3 involvement when SA4 reaches convergence on video delivery optimisation solutions and if support from RAN interface signalling is needed.
It is also proposed to agree to the text proposal in the following session, which reflects the observations and proposals in the paper.
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Text Proposal
----------------------------------------------Start of Changes----------------------------------------------
4.3	Issue 3: Video transmission issue cases
The Operator video is a video service under the LTE operator’s control. It is usually transmitted over a dedicated EPS bearer or using a dedicated QCI. However, there might be cases where an operator decides not to apply any dedicated QoS to a video service. These video services are named “Over-The-Top” (OTT) video and are video services that LTE operators have no control on. Such service traffic is usually treated in the same way as normal internet traffic, e.g. transmitted via default bearer, which may lead to poor QoE. Nevertheless, the QoS framework allows assignment of dedicated QCI for video.
Dedicated bearer and QCI is helpful in lessening the video issues. Below are some of the issues that may occur when operators decide to neither use dedicated bearers nor dedicated QCI for OTT video services.
Case 1: Empty buffer issue
The user is watching a streaming video. When the UE requests for some not yet buffered video segments e.g. by dragging a play scroll bar or when playout buffer is exhausted due to link throughput fluctuation and if the scheduling priority of the video content is not set accordingly, the video playing would probably stall depends on some condition, e.g. eNB’s load and UE’s QoS profile. 
Case 2: Inaccurate throughput prediction for DASH issue
DASH client requests video quality based on downlink throughput prediction. Throughput prediction is based on implementation specific mechanisms. The accuracy of the prediction is dependent from the specific implementation. However, one factor that may affect the prediction is that the DASH client may base the prediction on previous downloads. The DASH client may not have an insight to whether the network conditions have changed, thus the current available throughput may be difficult to predict. However, unless appropriate priority is assigned to video trafficthe implementation is not able to produce good enough prediction the predicted throughput may be subject to an error, UE may not accurately predict the downlink throughput because it is impacted not only by its own channel status but also by the other UE’s traffic and channel status. Conservative requesting low data rate video segment leads to low video quality and aggressive requesting high data rate video segment leads to more video stalling.
Case 3: Long video delay issue
In HTTP based streaming, client first buffers some content, i.e. initial buffering, before playout in order to absorb the throughput and delay fluctuation. Assuming that scheduling priority is not appropriately set, a large buffer may cause long delay, thus lead to bad user experience. 

Note: The work carried out in SA4 on SAND tackles the problems stated in Issue 3. RAN3 involvement in solution design aspects for this issue is subject to progress in SA4
----------------------------------------------End of Changes----------------------------------------------
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