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1 Introduction

RAN3#91bis has identified the issue for the long backhaul latency in [1]

The issue may arise in cases where the distance between the RAN and the node hosting the application content is long or the number of routers on this route is high. In these cases long transportation latency may be experienced. Consequently certain kinds of service may be impacted significantly due to the long latency. For example, backhaul delay increases the TCP RTT, therefore if TCP is configured in a way that it cannot cope with such delays, TCP throughput can be affected.
In this paper, we analyze the issue and propose to consider solutions based on RAN side local caching to fix the issue.
2 Discussion 
Web based video streaming and Apps are expected to take majority of 4G/5G bandwidth. Users visiting these services have presented some new characteristics: a large number of users view only a small portion of the content on internet and during a period of time, the same popular contents are repeatedly visited in same the geographical area by a large number of concurrent users. These characteristics inevitably impose high pressure on the backhaul/backbone network which may result in long backhaul latency. This issue can be resolved by deploying a context aware service delivery node on or near base station, e.g., local cache, especially RAN side local cache. This type of context aware service delivery node can be used to store and process the hot content in close proximity to mobile users, which does not only offers improved Quality of Service (QoS) to consumer and enterprise users via shortened end-to-end latency, but also reduces the volume of signalling and data traffic offloaded to the core network and could also reduce OPEX for the mobile operators.
Proposal 1: Local cache, especially RAN side local cache, is a solution to solve the long backhaul latency issue
2.1 Deployment options of local cache
For reasons of performance, costs, scalability, mobility and operator preferred location, etc., diversified deployment locations of local cache exists. [2] and [3] describes the possible deployment options of local cache, which can be summarized and categorized as below.

Option 1: Collocated local cache with eNB
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Figure 1 Local cache collocated with eNB
Option 2: Standalone local cache at RAN side
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Figure 2 Standalone local cache in the middle of S1-U
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Figure 2 Standalone local cache off the S1-U path

Option 3: Standalone local cache after PGW (Core network side)
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Figure 3 Standalone local cache after PGW
2.2 UE assisted local cache solution
When local cache is introduced to E-UTRAN, the application content requested by UE can be provided by two paths. One path is from traditional application server with core network as the intermediate node, the other path is directly provided by local cache. Since local cache usually has limited storage capacity, hosting only hot content, special QoS requirement service or content from service provider having contract with mobile operators may be beneficial. Basically, this requires E-UTRAN be equipped with the functionality of content filtering, that is, it shall be able to make a decision on which path a content request from UE should be send based on the service specific information it acquired. Thus, how would the E-UTRAN could acquire service specific information as pointed out in SID [1] becomes a critical issue. 
In general, the service information could be acquired from either UE or mobile network or server. Application service based service information acquisition requires change to application server, which seems not practical. Service information acquisition from network is relying on Deep Packet Inspection (DPI) operation, which is widely adopted in mobile CDN network. DPI could be performed by eNB, in-middle box in S1 or PGW/TDF, in deployment option 1, 3, 2, respectively. This traditional way to get the service information via Deep Packet Inspection (DPI) may result in additional complexity due to depth packet detection for each packet and probably long latency when the network load is high.
UE based content-aware solution has less delay and less hardware cost compared with network based solution and can overcome the issue of network and server based solutions. Local cache relying on the UE based service information acquisition, denoted as UE assisted local cache, shall be a promising solution to resolve the problem resulted by DPI operation. It replies on the service indicator carried in uplink RAN protocol to assist network acquire the service specific information with low complexity and make fast decision on the service provision path selection. The mechanism of UE assisted local cache is composed of the following sequential 3 steps:
Step 1: Network informs UE with service information list which indicates the service characteristics that it supports and can be provided by local cache
· The service information list may contain one or any combination of below contents
· Service type: streaming media, interactive service, e.g., web browsing or background service, e.g., file download.

· Special service: ultra-reliable service, e.g., industry control, vehicle-to-vehicle (V2V) service 

· Service from content provider having contract with operators 

· Network can rely on the below ways to convey the information to UE

· Written on modem by HPLMN
· System information, e.g., SIB

· UE-specific signalling, e.g., RRC signalling

Step 2: UE initiates a content request, generates a service indicator based on the service information list and encapsulates the indicator into uplink signalling.
Step 3: Network processes the uplink signal and concurrently acquires the service information that UE requested, reply on which the network decide whether the content request should be send on local cache path or traditional path 
The key principle of the proposed UE assisted local cache solution is to help network implement selective service acceleration without DPI operation. In essential, it is not relevant to the location of local cache deployed, wherever collocated with eNB, or at RAN side near eNB or after PGW, so this solution can be applied to all the potential deployment options outlined above. 

Proposal 2: RAN 3 to include the presented UE-assisted local cache solution in TR 36.933
3 Conclusion
Proposal 1: Local cache, especially RAN side local cache, is a solution to solve the long backhaul latency issue

Proposal 2: RAN 3 to include the presented UE-assisted local cache solution in TR 36.933
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