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Introduction
The last SA2 #116 [1] has made the following slice-related interim agreements:
1. The network slice is a complete logical network (providing Telecommunication Services and Network Capabilities) including AN and CN. Whether RAN is sliced is up to RAN WGs to determine. 
1. AN can be common to multiple network slices. 
1. A UE may provide network slice selection assistance information to the network. 
1. If a network deploys network slicing, then it may use UE provided network slice selection assistance information to select a network slice. 
1. A UE may access multiple slices simultaneously via a single RAN. In such case, those slices may share some control plane functions, e.g. MM. 
At the same time, the interface between NR RAN and NextGen CN is intended to meet the following goals:
· allow independent evolution of both RAN and CN;
· be flexible and future proof.
This paper presents proposed updates to the key principles of network slicing in RAN that were captured in [2].
Discussion
Definitions of network slice
SA2#116 has agreed the following definitions and abbreviations of network slice [1]
· Network Slice Instance (NSI): is an instance created from a Network Slice Template.
· Network Slice: is a concept describing a system behaviour which is implemented via Network Slice Instance (s).
For each network slice and network slice instance, there would be a corresponding ID. It might be helpful to have same definitions for both SA2 and RAN3 for presenting documents in a consistent manner. 
[bookmark: OLE_LINK67][bookmark: OLE_LINK21][bookmark: OLE_LINK20]Proposal 1                The definitions of network slice approved in SA2 should be captured into RAN3 TR.
Slice awareness
The first part in the agreement in [2] defines the principle of RAN awareness of slices as follows:
RAN shall support a differentiated handling of different network slices which have been pre-configured by the operator. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
First, we believe that it is reasonable to clarify that we want to support differentiated handling of traffic of different network slices. Secondly, we like to discuss the term "pre-configured". From the RAN perspective, it is only necessary that the slice be defined before it is used. Therefore "pre-configured" could mean that a slice is configured once or that it is dynamically re-configured (by some process outside the scope of RAN) to meet traffic demand. Each MNO may create a customised set of network slices to meet their business and service needs. In some instances, a network slice may be pre-configured; in other instances, a network slice may be dynamically commissioned or re-configured to meet traffic demands. A network slice may, therefore, be specific to a particular MNO network at a particular location and at a particular point in time.
Observation 1	A network slice may be dynamically commissioned or re-configured to meet traffic demand or may be pre-configured by the operator.
[bookmark: OLE_LINK19][bookmark: OLE_LINK18][bookmark: _Toc456718002][bookmark: _Toc450760757][bookmark: _Toc450759933][bookmark: _Toc450756439][bookmark: _Toc450316008][bookmark: _Toc450315804][bookmark: _Toc450313614][bookmark: _Toc450313280][bookmark: _Toc450313175][bookmark: _Toc450312578][bookmark: _Toc450312560][bookmark: _Toc450311742][bookmark: OLE_LINK69][bookmark: OLE_LINK68]Proposal 2	The RAN shall support a differentiated handling of traffic through different network slices. A network slice may be dynamically commissioned or re-configured to meet traffic demand or may have been pre-configured by the operator.
Network slice selection in RAN
The second and fifth part in the agreement in [2] jointly define the principle of network slice selection  performed by the RAN side as follows:
RAN shall support the selection of the RAN part of the network slice by a slice ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.
Editor’s note: How the UE gets this unambiguous slice ID is FFS and to be decided with SA2. The index or ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE.
Editor’s note: it is FFS how the RAN verifies that the UE is authorized to select the slice and when this verification happens. 
Editor’s note: It is FFS if the RAN may also select the slice based on specific resources accessed by the UE.
RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice ID and a mapping in the RAN node (CN entity, slices supported). If no slice ID is received, the RAN selects the CN entity based on NNSF like function, e.g. UE temporary ID.
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK65][bookmark: OLE_LINK66][bookmark: OLE_LINK105][bookmark: OLE_LINK106][bookmark: OLE_LINK107][bookmark: OLE_LINK108][bookmark: OLE_LINK60][bookmark: OLE_LINK61][bookmark: OLE_LINK62][bookmark: OLE_LINK63][bookmark: OLE_LINK64][bookmark: OLE_LINK70][bookmark: OLE_LINK71][bookmark: OLE_LINK72][bookmark: OLE_LINK73][bookmark: OLE_LINK102]As addressed above, SA2 has agreed that the UE may be provided with “slice selection assistance information” that can be used to select an appropriate network slice instance (NSI) for the differentiated service offered by an MNO. However, the nature of the slice selection assistance information is still FFS, which is based on discussions with SA2. Slice selection assistance information(which may include an application identifier, a type of service, etc) may have global significance (i.e. the service can be requested on a visited network by a roaming UE) or may have only local significance (i.e. the service can only be requested when a UE is connected to its home network). While slice selection assistance information may be valid across domains (e.g. as a text string like a URL or an APN), it may not be meaningful to a RAN but can be used by a CN to identify an appropriate network slice instance. In some cases, selection assistance information may include a slice ID that can be used by the RAN to identify a pre-configured network slice instance. 
[bookmark: OLE_LINK36][bookmark: OLE_LINK35][bookmark: OLE_LINK85][bookmark: OLE_LINK86]Observation 2	Selection assistance information may include a slice ID that can be used by the RAN to identify a pre-configured network slice.
The RAN shall select a CN entity which is associated with the selected NSI for initial uplink traffic forwarding. One possible procedure applied to CN entity selection is described as follows, which is similar to eDECOR solutions. If a slice ID is included in the slice selection assistance information provided by the UE, it is possible for the RAN to identify a pre-configured network slice instance so as to forward the uplink traffic to the CN entity based on the received slice ID and pre-stored information, e.g., a mapping in the RAN node (CN entity, slices supported). After initial attachment to the network, the UE may be assigned with a UE temporary ID by the selected CN entity which stores the UE context, which is based on “NNSF-like” function in LTE. If the UE has neither a valid UE temporary ID nor a slice ID, e.g.,  in the case of roaming scenario, the RAN may forward the uplink traffic to a default CN entity and redirection is hence required. However, it is worthy to note that no agreement has been made so far in SA2 on initial CN entity selection. In some proposals, initial selection of a CN entity is usually done by a CN Slice Selection Function [4]. There is no agreed solutions in SA2 that put the “NNSF-like” solutions inside the RAN. Therefore, we suggest the RAN3 TP not pre-date the SA2 status. We would like to insert an editor’s note that how the RAN selects the CN entity is still FFS, which is to be discussed with SA2. 
[bookmark: OLE_LINK116][bookmark: OLE_LINK117]Proposal 3	The RAN shall support initial selection of the CN entity for initial routing of uplink messages. The selection may be based on received slice selection assistance information. 
[bookmark: OLE_LINK79][bookmark: OLE_LINK80][bookmark: OLE_LINK81][bookmark: OLE_LINK82][bookmark: OLE_LINK83][bookmark: OLE_LINK84]Determining the appropriate NSI  is normally a CN function that may consider multiple factors including the slice selection assistance information, the UE service profile, network topology, the current location of the UE, the time of day, current system loading, MNO policies, etc. After CN identifies a suitable network slice instance, it might notify the updated slice ID to RAN so that the RAN part of the network slice, i.e. the RAN configurations specific to the network slice could be selected according to the received slice ID, which have been proposed by SA2 [4] [5]. As stated in RAN3 TR, how does the UE gets the slice ID is FFS. The slice ID could be sent to the UE by the CN after the CN has selected the slice, or it could be pre-configured in the UE. Once the RAN acquires the slice selection assistance information, e.g. slice ID provided by the UE or CN, it is enabled for RAN to select the RAN part of the network slice according to the received slice ID.
[bookmark: OLE_LINK118][bookmark: OLE_LINK119]Proposal 4	The RAN shall support the selection of the RAN part of the network slice using slice selection assistance information provided by the UE or CN which can be used to unambiguously identify one of the network slice instances in the PLMN.
Resource management and QoS support
The third, fourth and fifth part in the agreement in [2] jointly define the principle of resource management between slices and QoS support:
RAN shall support policy enforcement between slices as per service level agreements.
Editor’s note: How RAN handles the requirements coming from the service level agreements is to be discussed with SA2. 
RAN shall support resource isolation between slices.
Editor’s note: Resource isolation needs to be clarified: It is unclear if resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is unclear if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.
RAN shall support QoS differentiation within a slice.
Editor’s note: It is FFS if RAN shall additionally support QoS enforcement independently per slice.
Here, since service level agreements are business contracts and beyond the scope of RAN, we think that it would be good to rewrite this in RAN terms. We believe the important part for RAN is that firstly RAN should provide radio resource management between slices, using per-slice traffic management information, to efficiently multiplex the traffic from multiple UEs in different slices onto the available shared radio resources, and secondly, the RAN should QoS handling within a slice.
Firstly, to satisfy the SLA requirement, the RAN needs to know slice information of data flow, For downlink data packet transmissions, RAN needs to know about which slice is the data packet associated to. And for uplink data packet transmission, when uplink resource is granted, RAN needs to know which slice UE is in, especially when UE associates with multiple slices simultaneously.
 Observation 3	The RAN shall know the slice information of transmitted data packet.
Each slice may have a distinct set of performance requirements that must be met to ensure that traffic associated with the slice satisfies those business and service needs. In some business scenarios, radio resources may be dedicated to a particular network slice in order to meet specific business or performance goals. However, in many instances, pre-allocation of radio resources to a network slice ("hard slicing") is not a viable solution for meeting service requirements due to the unpredictable distribution of UEs throughout the service area and the unpredictable demand for a particular service within a given area. Instead, the RAN must rely on scheduling to efficiently multiplex the traffic from multiple UEs onto the available shared radio resources. The per-UE traffic management parameters used to meet network slice performance requirements may be pre-configured into the RAN or may be conveyed to the RAN by the CN when a UE is attached to a network slice instance.
Observation 4	 Pre-allocation of radio resources to a network slice ("hard slicing") may be viable in some business scenarios but may not be a viable solution in other scenarios.
Proposal 5	The RAN shall provide radio resource management, using per-UE traffic management information, to efficiently multiplex the traffic from multiple UEs in different slices onto the available shared radio resources.
The application of traffic management parameters is usually sufficient to provide isolation between UEs operating in different slices. However, in any shared medium used for bursty traffic, resource demands may produce temporary conflicts that cannot be resolved through normal scheduling and allocation of resources. When a conflict amongst UE resource requirements is detected, the RAN must be provided with policies to resolve the conflict. Per-UE configuration includes the priority and pre-emption policies associated with a particular UE within a particular network slice. If the application of per-UE policies does not resolve the conflict, the RAN uses per-slice configuration to identify the priority and pre-emption policies associated with a particular slice within the PLMN. 
Observation 5	Due to the bursty nature of UE traffic, resource demands may produce temporary conflicts that cannot be resolved through normal scheduling and allocation of resources.
Proposal 6	The RAN shall support policies for resolving resourcing conflicts between slices.
[bookmark: OLE_LINK126][bookmark: OLE_LINK127]During periods of congestion, un-scheduled transmissions over an uplink common channel need to be controlled by the RAN to prevent overload on the channel and loss of service to its UEs. In particular, congestion experienced by traffic in one network slice should not adversely impact other network slices. In some cases, this may require allocation and segregation of common uplink radio resources on a per-slice basis. In the case of radio resources shared by multiple network slices, the RAN must be able to apply access barring and congestion control mechanisms on a per-slice basis so as to guarantee the  isolation requirement. The detailed control mechanism for common and shared radio resources is FFS and needed for RAN2 as well.
[bookmark: OLE_LINK120][bookmark: OLE_LINK121]Proposal 7	The RAN shall support control mechanisms for common and shared resources on a per-slice basis .
[bookmark: OLE_LINK115]The general handling of QoS within a slice is somewhat orthogonal to network slices and will be defined elsewhere. Therefore, there is no need for the current text proposal on QoS handling in this slice selection. But there may be another important aspect related to CN CP and UP functions. As discussed in SA2, a network slice may contain common control plane functions, e.g. mobility management (MM) shared by multiple slices, slice specific control plane functions, e.g. session management (SM) and slice specific user plane functions. CN control and use plane functions may be located at different places within the CN or may be instantiated as virtualised network functions at various places within the CN. Therefore CP and UP traffic between the UE and the network slice must be routed separately by the RAN and treated according to the QoS parameters associated with that slice. If the UE is simultaneously connected to multiple CN network slices, the CN UP and CP functions may be different for each of the slices so that traffic for different slices may be routed and treated differently by the RAN.
Observation 6	A network slice may contain common CP functions, slice-specific CP functions and UP functions.
Observation 7	UP and CP traffic between a UE and a network slice must be routed separately by the RAN and treated according to the QoS parameters associated with that slice.
Observation 8	If the UE is simultaneously connected to multiple CN network slices, the CN UP and CP functions may be different for each of the slices.
Proposal 8	The RAN shall support different QoS parameters for CP and UP traffic and for different slices.
Proposal
Based on the following observations:
Observation 1	A network slice may be dynamically commissioned or re-configured to meet traffic demand or may be pre-configured by the operator.
Observation 2	Selection assistance information may include a slice ID that can be used by the RAN to identify a pre-configured network slice.
Observation 3	The RAN shall know the slice information of transmitted data packet.
Observation 4	 Pre-allocation of radio resources to a network slice ("hard slicing") may be viable in some business scenarios but may not be a viable solution in other scenarios.
Observation 5	Due to the bursty nature of UE traffic, resource demands may produce temporary conflicts that cannot be resolved through normal scheduling and allocation of resources.
Observation 6	A network slice may contain common CP functions, slice-specific CP functions and UP functions.
Observation 7	UP and CP traffic between a UE and a network slice must be routed separately by the RAN and treated according to the QoS parameters associated with that slice.
Observation 8	If the UE is simultaneously connected to multiple CN network slices, the CN UP and CP functions may be different for each of the slices.

and on the following proposals:
Proposal 1                  The definitions of network slice approved in SA2 should be captured into RAN3 TR.
Proposal 2	The RAN shall support a differentiated handling of traffic through different network slices. A network slice may be dynamically commissioned or re-configured to meet traffic demand or may have been pre-configured by the operator.
Proposal 3	The RAN shall support initial selection of the CN entity for initial routing of uplink messages. The selection may be based on received slice selection assistance information. 
[bookmark: OLE_LINK122][bookmark: OLE_LINK123]Proposal 4	The RAN shall support the selection of the RAN part of the network slice using slice selection assistance information provided by the UE or CN which can be used to unambiguously identify one of the network slice instances in the PLMN.
Proposal 5	The RAN shall provide radio resource management, using per-slice traffic management information, to efficiently multiplex the traffic from multiple UEs in different slices onto the available shared radio resources.
Proposal 6	The RAN shall support policies for resolving resourcing conflicts between slices.
[bookmark: OLE_LINK124][bookmark: OLE_LINK125]Proposal 7	The RAN shall support control mechanisms for common and shared resources on a per-slice basis .
Proposal 8	The RAN shall support different QoS parameters for CP and UP traffic and for different slices.

we propose to capture the following text changes in TR 38.801 [2]:
START OF CHANGES
[bookmark: _Toc453159546]9	Realization of Network Slicing
[bookmark: _Toc453159547]9.1	Key principles for support of Network Slicing in RAN
The following key principles apply for support of Network Slicing in RAN
RAN awareness of slices
-	RAN shall support a differentiated handling of traffic through different network slices which have been pre-configured by the operator. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
Editor’s note: It is still FFS if 3GPP will still additionally want to standardize a few basic slices and the network functions that comprise them (e.g. eMBB, Massive MTC).
Selection of RAN part of the network slice instance
[bookmark: OLE_LINK9][bookmark: OLE_LINK8]-	RAN shall support the selection of the RAN part of the network slice by using slice selection assistance informationa slice ID provided by the UE or CN which unambiguously identifies one of the pre-configured network slices instances in the PLMN.
Editor’s note: Slice selection assistance information may include a slice ID. How the UE gets this unambiguous slice ID is FFS and to be decided with SA2. The ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE.
Editor’s note: it is FFS how the RAN verifies that the UE is authorized to access select the slice and when this verification happens. 
Editor’s note: It is FFS if the slice may be selectedRAN may also select the slice based on specific resources accessed by the UE.
Resource management between slices
-	RAN shall support policy enforcement between slices as per service level agreementsprovide radio resource management, using per-UE traffic management information, to efficiently multiplex the traffic from multiple UEs in different slices onto the available shared radio resources..
Editor’s note: The required traffic management information is FFS.How RAN handles the requirements coming from the service level agreements is to be discussed with SA2. 
Support of QoS
-	RAN shall support different QoS parameters for CP and UP traffic and for different slices. differentiation within a slice.
Editor’s note: It is FFS if RAN shall additionally support QoS enforcement independently per slice.
[bookmark: OLE_LINK11][bookmark: OLE_LINK10]RAN selection of CN entity
-	RAN shall support initial selection of the CN entity for initial routing of uplink messages. The selection of CN entity may be based on received slice selection assistance information. based on received slice ID and a mapping in the RAN node (CN entity, slices supported) . If no slice ID  is received, the RAN selects the CN entity based on NNSF like function, e.g. UE temporary ID.
Editor’s note: How the RAN selects the CN entity is FFS, to be discussed with SA2.
Resource isolation between slices (FFS)
-	RAN shall support policies for resolving resource conflicts between slices and support control mechanisms for common and shared resources on a per-slice basis.resource isolation between slices.
Editor’s note: How the RAN obtains and interprets the relevant polices is to be discussed with SA2.
Editor’s note: The control mechanism is FFS and needed by RAN2 as well.
Editor’s note: Resource iIsolation needs to be clarified: It is unclear if resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is unclear if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.
END OF CHANGES
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