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1. Introduction
As part of FS_AE_enTV (Study on System Architecture Enhancements to eMBMS for TV Video Service), 3GPP SA2 has been considering enhancements to the 3GPP system and UE procedures that are meant to to enable new TV services by a 3GPP network. This includes among others the study of e.g. offering eMBMS transport only, a shared eMBMS network between MNOs, and a broadcast only TV service to devices with no MNO subscription.

SA2 has studied solutions, captured in TR 23.746 [1], for which RAN impacts have been identified, and an LS was sent to RAN2 and RAN3 [2]. The LS poses specific questions to RAN3 in the context of the “solution 1”. In this solution, a common eMBMS network is shared among participating PLMNs, denoted Shared eMBMS Network (SEN), which has an MBMS service area potentially spanning across RAN nodes from different PLMNs. This document addresses the issues raised in the LS.
2. Discussion
The below captures the main questions of the SA2 LS in respect of RAN3


[image: image1]
As noted in the questions, all options require an inter-PLMN M1* reference point, while in addition option A requires an inter-PLMN M2* interface, and option B1 requires an inter-PLMN M3* interface.
It is our understanding that, after sending the LS, SA2 has decided to pursue option B2 (Inter-PLMN Sm* reference point) and not B1. The analysis of inter-PLMN M3 operation is included in section 2.2, but may be considered for reference only.
In the below we consider each of the questions posed by SA2.

2.1
Option A
In Option A, as shown in Fig.1, the Shared eMBMS Network (SEN) is deployed using a common MBSFN synchronization area across PLMNs. The shared content is broadcast on a shared frequency F3, and hence the MBSFN area for cells using F3 is managed by a shared MCE. This implies that the MCE is part of the SEN, and that the M2 interface connects to eNBs of different PLMNs. In the user plane, the shared MBMS-GW connects to E-UTRAN (i.e. participating PLMNs eNBs) via the M1*.
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Fig.1 – Option A architecture diagram

Detailed signalling aspects for M2*:

M2AP Setup

The eNB sends Global eNB ID to MCE (includes PLMN ID), plus a list of per-cell parameters including

-
ECGI

-
MBSFN Synchronisation Area Id that the cell is part of

-
MBMS Service Area Id that the cell supports (up to 256 per cell)

Note that the eNB can belong to multiple MBSFN Synchronisation Areas, but only one such Sync Area for each frequency layer. MCE sends in return the MCE ID (includes PLMN) and the MCCH related BCCH Configuration data (per MBSFN area). This configuration includes e.g.:

-
MBSFN Area ID

-
MCCH Repetition and Modification periods

-
MCCH Subframe allocation

-
MCS

-
Cell list (cells that support this MBSFN area in the eNB, and will broadcast the MCCH related BCCH configuration).

Some observations (related to M2 Setup) can be made:

1) MBSFN Area IDs. The MBSFN Area ID and MBSFN Synchronisation Area ID for F3 would need to be defined to be consistent (and unique) across multiple PLMNs; this basically implies ID coordination between participating PLMNs. This is no more complex than e.g. TA coordination in RAN sharing.

2) PLMN mismatch: the PLMNs in the ECGI (and Global eNB ID) and MCE will be different. However there is no specific mandate that forces these to be consistent. So in principle this is not a requirement but some clarification might be needed (i.e. that cross-PLMN interface setup is allowed).

3) Inter-PLMN connectivity. Setting up the M2 implies the possibility of setting up SCTP/IP links across different security domains. The scenario seems similar to RAN-sharing (MCEs instead of MMEs).
4) Compatibility between shared and private MCE connected to same eNB. During setup, the information provided to the MCE is in principle generic, i.e. for all cells. However for the private case, it makes no sense to provide information about cells in F1 or F2 to the shared MCE, and vice-versa. This should in principle work with existing support – either the eNB sends only information relevant to each MCE, or the MCE derives from the ECGIs, sync area, service area ID etc., the relevant information, and sets up MBMS BCCH content in the correct cells. 

5) Use of F3 for non-shared MBSFN services: Assuming coordination of radio parameters to avoid conflicts, there is in principle no reason from M2 perspective why a private MCE could not define additional MBSFN areas within F3.
M2AP Session Start 
To start a session, the MCE sends to the eNB:

-
TMGI

-
Session ID

-
Service Area (matching the list of service area supported in each cell, provided by the eNB)

-
TNL details (to enable eNB to receive the user plane)

The eNB responds normally with M2AP IDs, creating a context for the session.

5) Uniqueness of TMGI. The TMGI is assigned by the BM-SC, and includes the PLMN ID. Assuming we have a situation where multiple BM-SCs provide content in a given area (same eNB), is there a need for coordination of the assignments between private and shared BM-SCs? If a special PLMN is used for the shared BM-SC/MME/MCE, then the same PLMN could be used for the TMGI, and therefore uniqueness should result, i.e. this should not be an issue.
M2AP Scheduling

The scheduling information is provided by the MCE on a per-MBSFN area, as defined in the Setup Response (and assigned to specific cells). For each area, the MCE provides the configuration of multiple PMCHs, each one including subframe allocation, MCS, and list of TMGIs to be multiplexed in that PMCH. This is in itself seems non-critical assuming radio-frame synchronization between eNBs. However, when the scheduling information is updated, the  MCCH must be updated at the same modification period border in each cell belonging to the same MBSFN Area. 
6) Synchronization of MCCH Update Signalling: In order to allow the MCE to indicate to the eNBs at which modification period the MCCH update shall take place, the nodes need to maintain a counter of modification periods which is incremented by one at each modification period boundary. This counter requires a common start of the first MCCH modification period. 
From the above M2AP analysis, we may conclude with the following observation:

Observation 1: There do not seem to be fundamental blocks to allowing operation of the M2 interface across PLMNs. Some aspects may require spec clarification, and some level of coordination is required in deployments. Coordination of MCCH updates requires timing coordination between shared MCE and involved eNBs.
Detailed aspects for M1*:

In option A, the packets delivered over M1* interface will be synchronously transmitted by eNBs from the participating PLMNs on F3. To support the inter-eNB content synchronization, SYNC protocol layer was defined between BM-SC to eNB, which is used to carry additional information that enable eNBs to identify the timing for radio frame transmission and detect packet loss. Every packet in M1 contains the SYNC protocol information which is encapsulated at BM-SC.
The critical aspect for MBSFN is that, since the MBSFN Synchronization Area spans eNBs of different participating operators, then all eNBs must have synchronized radio frame timing on F3. In other words, the radio frames in F3 must be transmitted at the same time, and have the same SFN. 

One related point is that each PLMN may have its own independent time and/or synchronization sources. Adding support for F3 (and related coordinated sync) should be done without impact to existing legacy operation. This could add complexity to eNBs since F3 cells would need different arrangements. For example, frame boundaries might need to be different. This may also limit utilization of F3 cells since some features require inter-cell frame synchronization.
7) General Radio Synchronization. Both private and public eNBs are required to have synchronized radio frame timing, including SFN numbers, for frequency F3. This implies at least a cross-operator agreement on how to achieve such synchronization. In each PLMN, eNBs may need to support different timings for different frequencies.
The SYNC protocol involves the BM-SC including a time stamp, which conveys the approximate desired transmission (the eNB schedules the received data packets in the first MSP following the time point indicated by the timestamp). The time stamp setting at the BM-SC should be set taking into account the maximum transmission delay from the BM-SC to the farthermost eNB, processing delays as well as the length of the synchronisation sequence used for time stamping. The eNB then schedules PDUs in a given Scheduling Period (MSP) if the respective time stamp is set within the previous MSP.
8) MBSFN specific Synchronization. This involves a number of additional aspects including (1) BM-SC needs to be aware of the worst case transport and processing delays of the involved eNBs in all the PLMNs; (2) The time stamp needs to be interpreted by all eNBs in the same way, meaning that there is a synchronized common start time of the first synchronization period across PLMNs.
The points 7 and 8 above do not seem so much inter-PLMN issues, but rather the consequences of trying to operate MBSFN on network nodes with diverse configuration and synchronization sources. A greater variation of transport and processing delays may lead the BM-SC to be conservative in setting the timestamps, which may lead to greater buffering requirements in the eNBs. In addition, there may be a need to have specific settings relative to F3, in nodes which support other frequencies (i.e. private operator owned nodes), and the related feasibility needs to be checked.
One option would be to use M1 or other interfaces (e.g. M2 in option A) to carry information that might otherwise be configured e.g. common time references etc.

Overall the following observation can be made:

Observation 2: MBSFN operation, and particularly the SYNC protocol, require multiple timing coordination aspects between operators which could be solved by having agreed parameters and synchronization sources specific to F3 operation (requirements for coordination or enhanced signalling could be further studied if needed).
2.2
Option B

Note: it is our understanding that SA2 has decided to pursue option B2 (Inter-PLMN Sm* reference point) and not B1. The below analysis of inter-PLMN M3 operation may be considered for reference only.

In option B, the MBSFN synchronization areas are per PLMN (i.e. there is no shared MCE). This comprises two sub-options, i.e. B1 (Shared MME with inter-PLMN M3* reference point), and B2 (Inter-PLMN Sm* reference point). SA2 requests feedback on the feasibility of an inter-PLMN M3*, as well as on M1* (used by all options). The B1 architecture is shown below for reference.
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Fig.2 - Option B1 architecture diagram
We consider first the M1 impacts in this case (option B). There are no longer any requirements in this case for consistent operation of the SYNC protocol across different PLMNs. Hence most aspects related to strict synchronization (frame sync, timing etc.) are no longer applicable in option B. We also don’t see any specific limitations today regarding inter-PLMN operation.

Detailed signalling aspects for M3*:

M3AP Setup
The MCE initiates the setup by sending to the MME its MCE ID, and a list of supported Service Area IDs. The MME replies without any new parameters (e.g. GUMMEI is not sent).

9) Inter-PLMN M3 Setup and MCE’s PLMN. The private MCE should declare its PLMN (as part of its ID). There is no mandate to check the PLMN at the MME, so it is assumed that the shared MME would accept any PLMNs.

10) Inter-PLMN connectivity for M3. As for M2 (issue 4), setting up the M3 implies the possibility of setting up SCTP/IP links across different security domains, similarly to the RAN-sharing case.

11) Compatibility between shared and private MMEs connected to same MCE. For the setup, the main issue is that some of the supported Service Area IDs may be irrelevant for each MME, when the MCE is connected to multiple MMEs (e.g., a private MBMS service is provided in private frequencies, and a shared service in shared frequencies). The shared MME should understand whether or not the MCE controls eNBs that support the shared frequency i.e. can broadcast the common content, based on received Service Area ID list. Hence, there may be a need to segregate the Service Area ID space, but anyhow this is quite large. 

M3AP Session Start

The MME initiates Session Start by sending a list of parameters associated with the session including amongst others:

-
TMGI

-
Session Identity

-
MBMS Service Area

-
TNL information 

-
QOS parameters

The MCE then sends the M2AP Session Start to the relevant eNBs, and provides a simple response to the MME without parameters.

12) TMGI PLMN. In option B1, the MCEs are private and they will have their individual PLMNs (in MCE ID), which will not necessarily match with the PLMN in the TMGI. It is not known whether this would be checked by the MCE (recall the MCE never receives the GUMMEI list of the MME). 

From the M3AP analysis, we therefore make the following observation:

Observation 3: Although there are a number of aspects requiring clarification (and coordination may be required), there do not seem to be fundamental blocks to allowing operation of the M3 interface across PLMNs.

3. Conclusion

Based on the analysis in this document, the following observations have been made:
Observation 1: There do not seem to be fundamental blocks to allowing operation of the M2 interface across PLMNs. Some aspects may require spec clarification, and some level of coordination is required in deployments. Coordination of MCCH updates requires timing coordination between shared MCE and involved eNBs.
Observation 2: MBSFN operation, and particularly the SYNC protocol, require multiple timing coordination aspects between operators which could be solved by having agreed parameters and synchronization sources specific to F3 operation (requirements for coordination or enhanced signalling could be further studied if needed).
Observation 3: Although there are a number of aspects requiring clarification (and coordination may be required), there do not seem to be fundamental blocks to allowing operation of the M3 interface across PLMNs.

The proposed answer to the LS is shown below, and is also included in an accompanying document (draft LS response, in R3-161680).
4. Proposed answers to SA2 LS

SA2 Requested feedback 1 (RAN2/RAN3): 
SA2 would like to request feedback from RAN2/RAN3 regarding the feasibility of MBSFN synchronization area spanning within and across PLMNs (Option A) from RAN perspective
Answer: RAN3 does not find fundamental problems with the configuration where there is a shared MCE providing control of the MBSFN operation in eNBs of multiple PLMNs. Some details of the M2AP signalling may need to be clarified to explicitly enable different operating PLMNs in MCE and eNB. RAN3 notes that such operation requires radio level synchronization between the eNBs of different PLMNs, which increases deployment/inter operator coordination complexity, particularly since the participating PLMNs may have different synchronization/timing strategies for already deployed non-shared frequencies. In addition, timing coordination is also necessary between shared MCE and eNBs to ensure the synchronization of MCCH updates.
RAN3 also notes that this configuration requires operation of the M1 (including SYNC protocol) across multiple PLMNs. This operation adds some additional requirements since there would be a need for further timing coordination and alignment across PLMNs. For example 

(a) The shared BM-SC needs to be aware of the worst case transport and processing delays of the involved eNBs in all the PLMNs; 
(b) The time stamp needs to be interpreted by all eNBs in the same way for F3, meaning that there is a common start time of the synchronization period at the BM-SC and all eNBs, and a common time reference.
RAN3 has not investigated whether enhanced signalling would be appropriate or needed to mitigate these aspects.
SA2 Requested feedback 2 (RAN3): 

SA2 would like to request feedback on the realization of an inter-PLMN M3* reference point (Option B1) and on inter-PLMN M1* reference point (used by all options).

Answer: RAN3 does not find fundamental problems with the operation in option B1, with an inter-PLMN M3AP, although some details of the M3AP signalling may need to be clarified to explicitly enable different operating PLMNs in CN and in RAN. 

RAN3 notes that the inter-PLMN M1* reference point applies to all options; however in options B1 and B2, there is no requirement to ensure synchronized transmission in all PLMNs, and therefore the SYNC protocol is only needed to ensure MBSFN operation in each of the PLMNs separately. RAN3 believes that the observations above for option A would not apply in this case.
For Shared eMBMS functionality: Solution 1 (S2-162944):


The solution proposes a common eMBMS network shared among participating PLMNs, denoted Shared eMBMS Network (SEN), which has an MBMS service area potentially spanning across RAN nodes from different PLMNs. Also the reference between MBMS GW and RAN is considered an inter-PLMN interface M1*.





There are different options regarding the deployment of MBSFN synchronization areas:


Option A: MBSFN synchronization spans across PLMNs, which requires a standalone MCE and an inter-PLMN M2* interface.


Option B: MBSFN synchronization areas are per PLMN.


Option B1: Shared MME with inter-PLMN M3* reference point. 


Option B2: Inter-PLMN Sm* reference point





SA2 Requested feedback 1 (RAN2/RAN3): 


SA2 would like to request feedback from RAN2/RAN3 regarding the feasibility of MBSFN synchronization area spanning within and across PLMNs (Option A) from RAN perspective.





SA2 Requested feedback 2 (RAN3): 


SA2 would like to request feedback on the realization of an inter-PLMN M3* reference point (Option B1) and on inter-PLMN M1* reference point (used by all options).
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