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1. Introduction
TR 38.801 captures a range of possible splits between the Central Unit and Distributed Unit functionalities. It also suggests that the possibility of supporting the move of RAN functions between the central unit and distributed unit should be studied. Finally it raises four questions, specifically
(1) How many splits will be specified and supported by open interfaces? 
(2) Will the tight LTE/NR interworking case affect the number of functional split options? 
(3) What is the granularity of the Centralized Unit – Distributed Unit functional split? 
(4) What is the reconfiguration dynamicity of the network functional split?

This paper discusses these questions with focus on the first two.
2. Discussion
2.1 Number of functional splits

The TR currently documents potential splits and also highlights that the actual splits to be considered are dependent on RAN2 progress (related to protocol stack). For this reason any discussion cannot yet be conclusive. However considerations can be made from RAN3 perspective.
A functional split (and respective interface) needs to be applicable to a defined use case. Obviously many splits are possible for a given protocol stack, but the ability to map a specific functionality to a distributed node (and a certain coordinating functionality in the CU) needs to be justified.
The main use cases currently known or supported in LTE for functionality split between nodes are (1) Dual Connectivity; (2) Carrier Aggregation; (3) CoMP. We can consider each of these in turn:
Dual Connectivity-related: here we assume non-ideal backhaul, meaning that only PDCP functions could be centralized. Options 1 and 2 support such scenarios in principle. 
A key question in this respect is whether a DU will have a direct UP connection to the CN. If this is not the case (i.e. all NG connections are mediated by the CU), then there is no advantage in having PDCP running in the DU, and it is sufficient to support option 2. This does not preclude the possibility of mapping bearers to each participating DU, or alternatively splitting bearers across DUs.
We should also consider the possibility of serving a UE via DUs hosted by different CUs. For example, a scheme similar to 1A can work without impact on the functional split, i.e. each CU is not aware of whether the other CU hosts multiple DUs, or has no functional split. This assumes that any X2-like functionality is between CUs.
On the other hand, a scheme similar to 3C could be achieved via a horizontal connection with the “controlling” CU, or directly to the DU. Again this is possible with option 2 only, although here the user plane could work CU-DU.
Observation 1: If it assumed that the DUs never interface directly to the CN, then option 1 (PDCP in DU) does not seem necessary, but option 2 should be supported (PDCP in CU).

Observation 2: X2-like interfacing should be between CUs at least for control plane. For user plane, the tunnel endpoints could be at the DU.
Carrier Aggregation-related: splits at lower layers (e.g. within RLC, MAC) could in principle be used to support CA across DUs (i.e. options 3, 4, 5 and 6), assuming low latency backhaul. The potential for inter-CU CA should also be considered.
The exact option depends mostly on RAN2 analysis. However it would be desirable not to multiply the standardized splits, and so it may make sense to support no more than 1-2 options out of these.
CoMP-related: broadly inter-DU physical layer level coordination can be supported with options 7 and 8 (intra-PHY split, or PHY in CU). Evaluation here depends on RAN1/2. In particular, option 8 represents a known situation where the DU is an RF unit. This is a general interface that 3GPP may not need to work on.

Observation 3: It seems advisable to limit the number of options related to CA-type operation (e.g. options 3 to 6); of these, at least one should be adopted.
Observation 4: It seems advisable to at most pick one option supporting PHY coordination (7 and 8). RAN3 needs other groups’ inputs on whether any of these are required, but 3GPP should not duplicate functionality that is otherwise available.
2.2 Functional splits and LTE/NR interworking

In the TR, the Tight Interworking with LTE function is described as follows:

-
This function enables tight interworking between NR and LTE by means of data flow aggregation. This function includes at least dual connectivity. Interworking with LTE is supported for collocated and non-collocated site deployments.
From this, we can consider that NR/LTE DC scenarios should be supported, including cases where an eLTE eNB and a NR-BS interwork to provide DC operation to the UE. For such cases, we could assume that inter-node X2-like operation is needed for the control plane. The logical endpoint for this on the NR side should be the CU since it is expected that RRC would reside there, hence the eLTE eNB does not need to be aware of the functional split.
For UP, we have the following scenarios:
· LTE as anchor, 1A-like DC: seems to have no impacts on functional split
· NR as anchor, 1A-like DC: also no impact on split

· LTE as anchor, split bearer: in this case, if the NR-BS supported option 2, it could configure the UP endpoint tunnel on the NR-BS side at the DU.  The eNB could anyway be agnostic of this.
· NR-BS as anchor, split bearer: the bearer split should be performed in the CU in this case, so there does not seem to be any reason to involve the DUs (i.e. no dependency on the functionality split).

Observation 5: Tight LTE/NR Interworking using DC seems to have minimal interaction with the NR-BS functional split, with the possible exception of the split bearer case with LTE as anchor, which could have some synergy with option 2.
2.3 Granularity of CU/DU Functional Split

There are several possible options for the granularity of the CU/DU functional split, as listed below:

1) Per CU: each CU has a fixed split, and DUs are configured to match this.

2) Per DU: each DU can be configured with a different split

Note: for cases 1 and 2 above, it is FFS how the CU/DU decide or coordinate the split, but a fallback would of course be through configuration.

3) Per UE: different UEs may have different service levels, or belong to different categories, that may be best served in different ways by the RAN (e.g. a low rate IOT-type UE with no need for low latency does not necessarily  require higher layer functions close to the RF).
4) Per bearer: different bearers may have different QOS requirements that may be best supported by different functionality mapping. For example, QCI=1 type bearer requires low delay but is not SDU error sensitive, while eMBB is not delay sensitive but has challenging requirements on throughput and SDU error rate. 
5) Per slice: it is expected that each slice would have at least some distinctive QOS requirements. Regardless of how exactly a slice is implemented within the RAN, different functionality mapping may be suitable for each slice.
Note that options 3, 4 and 5 imply that a particular instance of the interface would need to support simultaneously multiple granularity levels on user plane. This may not be too hard if e.g. an interface PDU includes a header with granularity parameters.

From above, options 1 and 2 pertain to flexibility of node functionality and network topology, and should be supported. For options 3, 4 and 5, it seems useful to analyze in more detail how different functional mappings can be used to better support QOS.

Observation 6: At least node level granularity should be supported (CU/DU). Further granularity seems useful but ideally requires some analysis based on QOS handling assumptions (including slice handling in RAN). One instance of the interface may need to support different split levels.
2.4 Reconfiguration of Functional split

The use cases for reconfiguration depend on the granularity (and on the supported splits); hence it may be difficult to conclude this topic without more progress on the previous topics.

Some possible use cases are as follows:

· If there is granularity per UE (or per slice), then bearer addition or deletion may require reconfiguration

· If there is different granularity supported per DU, then obviously intra-CU HO may also require reconfiguration (note that this mostly affects the CU).

· If there is different granularity supported per CU, then inter-CU HO/DC procedures may need to take this into account (functions that support inter-CU interaction should therefore be robust to capability differences between the peers). 

It is not really feasible to fully analyze these use cases without some working assumptions on QOS, slices, mobility and multi-CU operation, etc.
Observation 7: Generally there seems to be a requirement for support of reconfiguration, but a more detailed analysis requires progress on other aspects first (including granularity and actual splits to be supported).
3. Conclusion

This paper has discussed some aspects related to the definition of the functional split within the NR RAN.
The main conclusions are as follows:

Proposal 1: Option 2 (PDCP in the CU) should be supported

Proposal 2: At least one out of options 3/4/5/6 should be supported. 

Proposal 3: Horizontal CP interaction (e.g. NR-BS to NR-BS or to LTE) is always hosted in the CU.

Proposal 4: Tight LTE/NR interworking can be implemented without LTE knowledge of whether the NR-BS has a hierarchical architecture (option 2), or not.

Proposal 5: Granularity and reconfiguration are FFS and require working assumptions on the functional splits.

A text proposal that captures the main points of proposals 1-4 is provided in the Appendix.
4. Appendix: Text Proposal

x.x Use Cases for Functional Splits

A functional split (and respective interface) needs to be applicable to a defined use case. The main use cases currently known or supported in LTE for functionality split between nodes are (1) Dual Connectivity; (2) Carrier Aggregation; (3) CoMP.

Dual Connectivity-related: non-ideal backhaul is assumed, meaning that only PDCP functions could be centralized. Options 1 and 2 support such scenarios in principle. 

If it is assumed that a DU will not have a direct UP connection to the CN, then there is no advantage in having PDCP running in the DU, and it is sufficient to support option 2. This does not preclude the possibility of mapping bearers to each participating DU, or alternatively splitting bearers across DUs.

In the case of inter-NR-BS Dual Connectivity, a scheme similar to 1A can work without impact on the functional split, i.e. each CU is not aware of whether the other CU hosts multiple DUs, or supports functional split. A scheme similar to 3C can be achieved via a user plane link whose endpoints are managed by the CUs (it is FFS whether such endpoints could be hosted in the DU; however the Master CU does not need to be aware of this). This is possible with option 2.
Control plane functionality can be supported via X2-like interfacing between CUs, since it is expected that RRC will be hosted in the CUs.

Carrier Aggregation-related: splits at lower layers (e.g. RLC, MAC) could in principle be used to support CA across DUs (i.e. options 3, 4, 5 and 6), assuming low latency backhaul. The potential for inter-CU CA should also be considered. The exact options to be selected are FFS pending RAN2 analysis. Fom interface management perspective, it would be desirable not to have more than 1-2 options out of these.

CoMP-related: inter-DU physical layer level coordination can be supported with options 7 and 8 (intra-PHY split, or PHY in CU). Option 8 represents a legacy deployment scenario where the DU is an RF unit, and existing solutions may be reused. Further evaluation is FFS.

x.y Functional splits and LTE/NR interworking

The Tight Interworking with LTE function is assumed to include at least dual connectivity, and support both collocated and non-collocated site deployments.
It can be assumed that control-plane interactions in support of DC should have the CU as endpoint in the NR-BS side, since this hosts RRC. This assumes an inter-RAT X2-like functionality between an eLTE node and an NR-BS node. 
For the user plane, in the case of 1A type DC, the eLTE eNB does not need to be aware of the functional split supported by the NR-BS. In the case of split bearer, it is possible that tunnel endpoints be hosted in the DU, for example, when the eLTE eNB is the master. This can be configured by the NR-BS, and is transparent to the eLTE eNB. There is therefore no dependency between LTE/NR interworking and the support of option 2 split (i.e. both option 2 and “no split” can appear the same to the eLTE eNB).
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