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1. Introduction
At RAN#70, the initial plenary-level study for Next Generation Access Technologies (NextGen RAN or 5G NR saying below) was kicked off and the relevant technical findings in terms of deployment scenarios, use cases and requirements were captured in [1]. At RAN#71, the proceeding WG-level study for NextGen RAN was approved as captured in [2], which is targeting for a single technical framework addressing all usage scenarios, requirements and deployment scenarios. At RAN3#92/RAN2#94, the further WG-level discussion was made, which was summarized in [3] and [4].

The requirement and architecture for “NR CP/UP Separation” was discussed at RAN3#92, but it was noted that:

“Does a high level architecture figure can be capture without detail discussion on functional split … (no agreement)”
In this contribution, we shall continue discussing various aspects in this regard.
2. Discussion
As discussed so far, the NR gNB architecture w.o. CP/UP separation in the centralized deployment scenario can be depicted in Figure 1 below, where one CU entity can govern several DU entities.
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Figure 1: NR gNB architecture with CU + DUs (no CP/UP separation)

In the context of NR RAN, the CP-NFs should mainly refer to the functionalities realized by RRC protocol/procedures and its associated RRM handlings. However, it is not clear yet whether CP-NFs can locate in both CU and DU entities. There can be different options for further discussion as follows:
Option 1: CP-NFs are always all located in CU all the time;

Option 2: CP-NFs are always all located in DU all the time;

Option 3: CP-NFs are dynamically split and located in both CU and DUs in the same time;

Option 4: CP-NFs are statically located in either CU or DUs in different time;

In following sub-sections, we shall discuss in more details how CP-NFs are located in CU and DU entities based on above four basic options.

2.1
CP-Option1
If we assume that all CP-NFs are only located in CU-C entity, in case where the NGFI is non-ideal, e.g. large latency, there can be certain services of URLLC type not being served well with such configuration, as the RRC messages have to suffer the delay over NGFI , hence from performance requirement viewpoints, Option 1 is insufficient and improper in some cases. Note: this does not preclude the CU/DU separation option 1 in TR 38.801, where RRC entity can reside in CU entity in some cases.
2.2
CP-Option2
If we assume that all CP-NFs are only located in DU-C entity, which is almost equivalent as LTE flat architecture case today, there can be the disadvantages that each DU entity has to implement its own specific CP-NFs, so likely incurring implementation redundancy and inefficient usage of CP resources. If the Inter-DU direct interface is not available, then RRC coordination has to cover 2- ways of NGFI paths. Therefore, from implementation/resource/operation efficiency viewpoint, Option 2 is insufficient and improper in some cases as well.
2.3
CP-Option3

If we assume that CP-NFs are dynamically split and located in both CU and DUs in the same time, there can be two levels of RRC: CU level RRC and DU level RRC as shown in Figure 2 below. CU-C should be mainly responsible for CU level RRC provisions, such as Inter-DU mobility, multiple connectivity control or other Inter-DU coordination (assuming there is no Inter-DU direct interface). DU-C should be mainly responsible for DU level RRC provisions, e.g. intra-DU mobility, DU scope connection control etc. Though such CP-NFs split brings some kind of flexibility and adaptation, it also results in more complexity from specification/implementation viewpoints, e.g. RRC status coordination between two RRC levels, potential more interfaces seen in Annex afterwards.
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Figure 2: CP architecture with CU-C + DU-Cs, two levels of RRC provision
2.4
CP-Option4
If we assume that CP-NFs are statically located in either CU or DUs in different time, there is still only single level RRC as shown in Figure 3 below. Option 4 is actually the static combination of Option 1 and 2 for different cases. For certain types of service provision e.g. eMBB, all CP-NFs are located in CU-C; while for certain types of service provision e.g. URLLC, all CP-NFs are located in DU-C. Option 4 can also bring some flexibility and adaptation, and it results in less complexity from specification viewpoints, since there is always single level RRC provision, and no inter-node coordination is involved. Therefore we believe that Option 4 provides the best trade-off among all options.
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Figure 3: CP architecture with CU-C + DU-Cs, single level RRC provision
Proposal 1: To adopt Option 4 as the baseline architecture for CP-NFs provision, sticking to single level RRC/RRM provision.
2.5
UP
According to the discussion status for CU/DU separation, UP-NFs can be dynamically split and located in both CU and DUs in the same time as shown in Figure 4 below, which is comparable to CP-Option 3 above.

The CU-U entity should be mainly responsible for CU level UP handlings, and such handling can be less sensitive to radio conditions, e.g. (de)compression, security etc, or there can be also some unified UP handlings consistent across different DUs, avoiding per DU UP handlings. In contrast, the DU-U entity should be mainly responsible for DU level UP handlings, and such handling can be more sensitive to varying radio conditions, e.g. ARQ, HARQ, scheduling etc, and such DU level UP handlings can be distinguished/isolated between different DUs.
Proposal 2: To adopt Option 3 as the baseline architecture for UP-NFs provision. There is one special case that all UP-NFs are configured in DU entity alone (CU is transparent for UP data).
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Figure 4: UP architecture with CU-U + DU-Us

2.6
CP/UP Potential Interfaces
Based on Proposal 1&2 above, if we assume that CP-NFs are all located in CU entity in some cases, we can configure three types of basic entities: CU-C, CU-U and DU-U with different use cases. If we consider their neighbour nodes in deployment, there are actually 6 nodes coming into analysis, namely: CU1-C, CU1-U and DU1-U, CU2-C, CU2-U and DU2-U (DU2 is only connected to CU2, no direct connection with DU1). We may analyze the potential connections between them accordingly as in Figure 5 below.

	
	CU1-C
	CU1-U
	DU1-U
	CU2-C
	CU2-U
	DU2-U

	CU1-C
	 N.A.
	Internal?
	NGFI-C
	Xnew-C?
	Not needed
	Not needed

	CU1-U
	Internal?
	N.A.
	NGFI-U
	Not needed
	Xnew-U?
	Not needed

	DU1-U
	NGFI-C
	NGFI-U
	N.A.
	Not needed
	Not needed
	Not needed

	CU2-C
	Xnew-C?
	Not needed
	Not needed
	N.A.
	Internal?
	NGFI-C

	CU2-U
	Not needed
	Xnew-U?
	Not needed
	Internal?
	N.A.
	NGFI-U

	DU2-U
	Not needed
	Not needed
	Not needed
	NGFI-C
	NGFI-U
	N.A.


Figure 5: all CP-NFs in CU-C, UP-NFs split in CU/DU-U
We interpret above results with more details as below:

CU1-C can connect DU1-U with so called NGFI-C interface, and over such interface, there is no user data transferred, but only RRC or other control signalling data. While CU1-U can connect DU1-U with so called NGFI-U interface, and over such interface, there is only user data transferred. Therefore, the transferring of user data and signalling data are purely separated.
CU1-C can connect CU1-U with so called internal interface, up to intra-vendor implementation, as we do not see strong benefits to standardize such interface, since it would introduce more complexity and IOT test efforts.

CU1-C can connect CU2-C with so called Xnew-C interface, the Xnew-C is comparable to X2-C interface in LTE, which is necessary for service continuity over larger areas. The same principle is also applied to CU1-U+ CU2-U with so called Xnew-U interface, which is comparable to X2-U interface.

In Figure 5 above, there are many places with “Not needed”, the main reason is that they can be technically replaceable with the combination of other interfaces. E.g. for connection between CU1-C and DU2-U, it can be achieved by Xnew-C+ internal interface + NGFI-U interfaces or by Xnew-C+ NGFI-C interfaces.
Based on Proposal 1&2 above, if we assume that CP-NFs are all located in DU entity in some cases, we also assume that UP-NFs are all located in DU entity as well, we can configure two types of basic entities: DU-C and DU-U with different use cases. If we consider their neighbour nodes in deployment, there are actually 4 nodes coming into analysis, namely: DU1-C and DU1-U, DU2-C and DU2-U (Since there is no need for CU entity in this case, we shall use gNB instead!). We may analyze the potential connections between them accordingly as in Figure 6 below.

	
	gNB1-C
	gNB1-U
	gNB2-C
	gNB2-U

	gNB1-C
	 N.A.
	Internal?
	Xnew-C?
	Not needed

	gNB1-U
	Internal?
	N.A.
	Not needed
	Xnew-U?

	gNB2-C
	Xnew-C?
	Not needed
	N.A.
	Internal?

	gNB2-U
	Not needed
	Xnew-U?
	Internal?
	N.A.


Figure 6: All CP-NFs and UP-NFs in gNB
As stated above, if no CU entity is configured as what LTE does today, then no NGFI-C/U is required. For other connections in Figure 6, similar principles as in Figure 5 are applied and they are also comparable to LTE interfaces today. Based on above comprehensive analysis, we shall make a set of proposals as follows:
Proposal 3a: For connection between CU-C and CU-U, no standardized interface is needed.
Proposal 3b: For connection between DU-C and DU-U, no standardized interface is needed.

Proposal 3c: For connection between CU-C and DU-U, NGFI-C interfaces needs to be specified.

Proposal 3d: For connection between CU-U and DU-U, NGFI-U interfaces needs to be specified.

Proposal 3e: For connection between CU1-C and CU2-C, Xnew-C interface needs to be specified.
Proposal 3f: For connection between CU1-U and CU2-U, Xnew-U interface needs to be specified.

Proposal 3g: For connection between gNB1-C and gNB2-C, Xnew-C interface needs to be specified.
Proposal 3h: For connection between gNB1-U and gNB2-U, Xnew-U interface needs to be specified.
For NGFI-U and Xnew-U interfaces, the user data can be transferred directly over them, however it is still questionable whether signalling data can also be transferred directly between involved nodes over NGFI-C and Xnew-C interfaces as suggested above. We believe that it is beneficial to allow doing so from CP performance viewpoints, e.g. shorter transmission latency, higher reliability, and CP/UP independent evolvement; otherwise CP behaviour/ performances had to be coupled with UP’s, so it is not 100% CP/UP separation.
Proposal 4a: The NGFI-C interface between CU-C and DU-U should support direct signalling data transfer w.o. involving NGFI-U interface.
Proposal 4b: The Xnew-C interface should support direct signalling data transfer w.o. involving Xnew-U interface.
Proposal 4c: The behaviours/performances of NGFI-C interface should be decoupled with those of NGFI-U.
Proposal 4d: The behaviours/performances of Xnew-C interface should be decoupled with those of Xnew-U.

2.7
CP/UP - NFs
Based on the discussion and proposals above, we may map the NR-NFs listed in TR38.801 section 6.1.1.1 onto CU-C (gNB), CU-U, DU-U entities and their associated interfaces as shown in Figure 7 below:
	CU-C (gNB) , NGFI-C, Xnew-C
	CU-U, DU-U, NGFI-U, Xnew-U

	Transfer of signaling data?
	Transfer of user data

	Mobility control functions:

-
Handover
	Radio channel ciphering and deciphering

	Inter-cell interference coordination
	Integrity protection

	Connection setup and release
	Header compression

	Load balancing
	Distribution function for NAS messages (FFS)

	NAS node selection function
	

	Synchronization
	

	Radio access network sharing
	

	Paging
	

	Positioning
Network Slice support?
	Network Slice support?

	Tight Interworking with LTE?
	Tight Interworking with LTE?

	Multi-connectivity?
	Multi-connectivity?

	LTE-NR handover through LTE-NR interface?
	


Figure 7: NR-NFs Mapping
Proposal 5: To discuss the mapping of NR-NFs onto CP/UP entities as shown in Figure 7.
2.8
TP for 38.801

--------------------------------------------Start of text proposal---------------------------------------------
X.X. CP/UP separation architecture
This sub-clause describes the architecture for NR RAN CP/UP separation, allowing CP functions/behaviours/performances to be completely decoupled with UP functions/behaviours/performances. There are two different basic modes, depending on whether CP-NFs are all located in CU or DU entity.
X.X.1 Mode 1
For Mode 1, the architecture for NR RAN CP/UP separation is shown in Figure X.X.1-1 below, where all CP-NFs are located in CU-C entity. DU-U entity is responsible for forwarding all user data and signalling data over the air interface.
. 
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Figure: X.X.1-1 Mode 1 architecture for NR RAN CP/UP separation
X.X.2 Mode 2
For Mode 2, the architecture for NR RAN CP/UP separation is shown in Figure X.X.2-1 below, where all CP-NFs and UP-NFs are located in gNB entity. CU/DU separation may not be configured or CU entity is transparent between NG-Core and DU entity.
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Figure: X.X.2-1 Mode 2 architecture for NR RAN CP/UP separation
-----------------------------------------------End of text proposal-------------------------------------------

3. Conclusion
Here we kindly propose follows:
Proposal 1: To adopt Option 4 as the baseline architecture for CP-NFs provision, sticking to single level RRC/RRM provision.
Proposal 2: To adopt Option 3 as the baseline architecture for UP-NFs provision. There is one special case that all UP-NFs are configured in DU entity alone (CU is transparent for UP data).
Proposal 3a: For connection between CU-C and CU-U, no standardized interface is needed.

Proposal 3b: For connection between DU-C and DU-U, no standardized interface is needed.

Proposal 3c: For connection between CU-C and DU-U, NGFI-C interfaces needs to be specified.

Proposal 3d: For connection between CU-U and DU-U, NGFI-U interfaces needs to be specified.

Proposal 3e: For connection between CU1-C and CU2-C, Xnew-C interface needs to be specified.
Proposal 3f: For connection between CU1-U and CU2-U, Xnew-U interface needs to be specified.

Proposal 3g: For connection between gNB1-C and gNB2-C, Xnew-C interface needs to be specified.
Proposal 3h: For connection between gNB1-U and gNB2-U, Xnew-U interface needs to be specified.
Proposal 4a: The NGFI-C interface between CU-C and DU-U should support direct signalling data transfer w.o. involving NGFI-U interface.

Proposal 4b: The Xnew-C interface should support direct signalling data transfer w.o. involving Xnew-U interface.
Proposal 4c: The behaviours/performances of NGFI-C interface should be decoupled with those of NGFI-U.

Proposal 4d: The behaviours/performances of Xnew-C interface should be decoupled with those of Xnew-U.

Proposal 5: To discuss the mapping of NR-NFs onto CP/UP entities as shown in Figure 7.
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5. Annex (CP-Option3)
If we assume that CP-NFs are split and located in both CU and DUs in the same time, then we can configure four types of entities: CU-C, DU-C, CU-U and DU-U with different use cases. If we consider their neighbour nodes in deployment, there are actually 8 nodes coming into analysis, namely: CU1-C, DU1-C, CU1-U and DU1-U, CU2-C, DU2-C, CU2-U and DU2-U (DU2 is only connected to CU2).  We shall analyze the potential connections between them accordingly.

	
	CU1-C
	DU1-C
	CU1-U
	DU1-U
	CU2-C
	DU2-C
	CU2-U
	DU2-U

	CU1-C
	 N.A.
	NGFI-C
	Internal?
	Not needed
	Xnew-C?
	Not needed
	Not needed
	Not needed

	DU1-C
	NGFI-C
	N.A.
	Not needed
	Internal?
	Not needed
	Not needed
	Not needed
	Not needed

	CU1-U
	Internal?
	Not needed
	N.A.
	NGFI-U
	Not needed
	Not needed
	Xnew-U?
	Not needed

	DU1-U
	Not needed
	Internal?
	NGFI-U
	N.A.
	Not needed
	Not needed
	Not needed
	Not needed

	CU2-C
	Xnew-C?
	Not needed
	Not needed
	Not needed
	N.A.
	NGFI-C
	Internal?
	Not needed

	DU2-C
	Not needed
	Not needed
	Not needed
	Not needed
	NGFI-C
	N.A.
	Not needed
	Internal?

	CU2-U
	Not needed
	Not needed
	Xnew-U?
	Not needed
	Internal?
	Not needed
	N.A.
	NGFI-U

	DU2-U
	Not needed
	Not needed
	Not needed
	Not needed
	Not needed
	Internal?
	NGFI-U
	N.A.


We interpret above results with more details as below:

CU1-C can connect DU1-C with so called NGFI-C interface, and over such interface, there is no user data transferred, only RRC or other control signalling.

CU1-C can connect CU1-U with so called internal interface, up to intra-vendor implementation, as we do not see strong benefits to standardize such interface, since it would introduce more complexity and IOT test efforts. The same principle is also applied to DU1-C+DU1-U, where we think internal interface is sufficient.

CU1-C can connect CU2-C with so called Xnew-C interface, the Xnew-C is comparable to X2-C interface, which seems necessary for service continuity over larger areas. The same principle is also applied to CU1-U+ CU2-U with so called Xnew-U interface, which is comparable to X2-U interface.

In the table above, there are many places with “Not needed”, the main reason is that they can be technically replaceable with other interfaces. E.g. for connection between CU1-C and DU2-C, it can be achieved by Xnew-C+ NGFI-C interfaces; for connection between CU1-C and DU2-U, it can be achieved by Xnew-C+ internal interface + NGFI-U interfaces.
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