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Introduction
RAN3 TR 38.701 [1] captures eight different functional split options between central and distributed units for initial study, taking LTE protocol stack as a baseline for further discussions: 


[image: image1.emf]PDCP

Low-

RLC

High-

MAC

Low-

MAC

High-

PHY

Low-PHY

PDCP

Low-

RLC

High-

MAC

Low-

MAC

High-

PHY

Low-PHY

Option 5 Option 4 Option 6 Option 7

Option 2

Option 1

RRC

RRC

RF

RF

Option 8

Data

Data

High-

RLC

High-

RLC

Option 3


In this contribution, we study the details of the option 6 (MAC-PHY split) where RF and physical layer (PHY) are in the distributed unit (DU) while MAC and upper protocol stack layers are in the centralized unit (CU) and discuss the MAC scheduling aspect in the fronthauling perspective in details. 
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Discussion

1.1     Benefits of MAC-PHY split
The main benefit of the functional split option 6 in which the MAC layer is located in CU is the centralized scheduling. In LTE, the MAC protocol has been designed as a single lowest entity in the layer-2 architecture to provide the connection between the transport channels (categorized by how the information is transferred through physical radio interface) and logical channels (categorized by type of information, i.e., diverse control/user-plane traffics). Specifically, the MAC is responsible for multiplexing and de-multiplexing between channels, and provides dynamic physical resource allocation and traffic prioritizations in order to fulfil the expectations of multiple flows/UEs and QoS requirements over scarce wireless resources [2]. In the MAC-PHY split, the MAC layer in the CU may be connected to multiple distributed units (DU) each consisting of PHY layer and RF components. Centralized MAC scheduler controlling multiple DUs and having the radio information for multiple cells allows efficient support of the various features such as CoMP (Coordinated Multi-Point) for joint processing and coordinated scheduling, CA (Carrier Aggregation), and DC (Dual Connectivity).
Observation 1: Centralized MAC scheduler enables support for various features such as CoMP, CA, and DC with a multi-cell view.
Another benefit of the MAC-PHY split is that it allows an independent evolution of a software/hardware in CU and DU [3]. Physical layer and RF hardware in each DU does not have to be coupled with the higher layer applications, while the upper logical layers (MAC, RLC, PDCP, etc.) can be supported by a general processing hardware in a single platform. It also allows the control and configuration on the PHY/RF components in each DU to be abstracted in CU for the central management. By separating PHY/RF components from the protocol stack layers, a DU hardware can evolve independently while supporting inter-operable configurations from the general processing system in CU.
Moreover, the CU’s higher processing capability will enable highly centralized and large-scale processing [3,4]. This will further enable better inter-cell interference coordination, load management, real-time performance adaptation among DUs, etc., which will be one of the critical factors for achieving the stringent 5G targets such as 10+Gbps data rate and low end-to-end latency of < 1ms through densified network nodes [5]. Additionally, centralized MAC and other protocol stack layers may allow RAN Network Function Virtualization (NFV), although some components may require hardware accelerators for efficient implementation.   
Observation 2: The MAC-PHY protocol split option allows an independent software/hardware evolution in CU and DU. Moreover, the CU’s higher processing capability will enable large-scale processing for better inter-cell interference coordination, load management, real-time performance adaptation for 5G evolution.
1.2     Consideration on MAC Scheduling and Fronthauling
For efficient scheduling, the information required by the MAC scheduler needs to be provided in a timely fashion. The required information can be categorized as follows:
-
Traffic related information from upper layer in DL and BSR from UE in UL, QoS requirement
-
Measurement and signal strength related information from physical radio interface
Moreover, the scheduling decision such as configuration data (e.g. MCS, Layer Mapping, Beamforming, Antenna Configuration) and resource block allocation needs to be delivered back to the PHY layer in each DU for every TTI. Therefore, the centralized MAC scheduling requires multiple interactions with PHY layers in DUs in both directions. 
As there will be some transport network delay between CU and DUs, it is important to estimate the delay characteristics of different fronthaul transport network options. Generally, this functional split option provides a tradeoff between support for efficient scheduling (e.g. CoMP) and fronthaul delay. 
To further understand how transport network latency affects the MAC-PHY split option, the required frequency of the measurement and signal strength updates (from the PHY layer in each DU) needs to be estimated, taking into account UE mobility, number of antennas configured, etc. Therefore, understanding the relationship between radio channel information accuracy, update timing, and scheduling feasibility of various features needs to be preceded before studying fronthauling impacts on the perspective of the MAC scheduling. 
Observation 3: The centralized MAC scheduler in CU requires multiple interactions with the PHY layer in each DU. In order to further evaluate this option, it is important to understand how the latency affects centralized scheduling decisions.
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Conclusions and proposals

Observation 1: Centralized MAC scheduler enables support for various features such as CoMP, CA, and DC with a multi-cell view.
Observation 2: The MAC-PHY protocol split option allows an independent software/hardware evolution in CU and DU. Moreover, the CU’s higher processing capability will enable large-scale processing for better inter-cell interference coordination, load management, real-time performance adaptation for 5G evolution.
Observation 3: The centralized MAC scheduler in CU requires multiple interactions with the PHY layer in each DU. In order to further evaluate this option, it is important to understand how the latency affects centralized scheduling decisions.
Based on the above observations, we propose: 

Proposal 1: RAN3 to study how fronthaul transport network delay may affect the centralized scheduling decisions in MAC.
The text proposal for the TR 38.801 [1] provided below can be a starting point for this discussion.
Proposal 2: RAN3 to agree the text proposal below to be captured in TR 38.801 [1]
4  Text proposal for TR 38.801

--------------------------------------------Start of text proposal---------------------------------------------
1.1.1    6.1.2
Functional split between central and distributed unit
1.1.2    6.1.2.1
General description of split options
In the study item for a new radio access technology, 3GPP is expected to study different functional splits between central and distributed units. LTE protocol stack is taken as a basis for further discussion, with the understanding that the conclusions may need to be revisited, once RAN2 defines the protocol stack for new RAT. The following functional splits between central and distributed unit are possible, as illustrated in Figure 6.1.2.1-1.
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Figure 6.1.2.1-1: Function Split between central and distributed unit

<Text omitted for brevity>
Option 6 (MAC-PHY split)
-
Physical layer and RF are in the distributed unit. Upper layers are in the central unit. Specifically, the MAC layer in the central unit (CU) will be connected to possibly multiple distributed units (DU) each consisting of PHY layer and RF components. 
-
The centralized MAC scheduler can control multiple transmission points located in multiple DUs, therefore allowing efficient implementation of features such as CoMP (Coordinated Multi-Point) for joint processing and coordinated scheduling, CA (Carrier Aggregation), and DC (Dual Connectivity) with a multi-cell view. Moreover, with the CU’s higher processing capability, highly centralized and large-scale processing can be enabled to support better inter-cell interference coordination, load management, and real-time performance adaptation. The centralized MAC (and upper layers) can be implemented in NFV. 
-
The centralized MAC scheduler in CU requires a multiple interactions with the PHY layer in each DU, which may be time critical. 

Editors’ note: It is FFS how fronthaul transport network delay may affect centralized MAC scheduling decisions.

-----------------------------------------------End of text proposal-------------------------------------------
<Text omitted for brevity>
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