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1 Introduction

In order to address the requirement for low latency in V2x, local breakout solutions (SIPTO@LN) are described in [1] and [2]. The two solutions using co-located vs. stand-alone GW are further discussed and compared in this contribution.
2 Discussion
Local breakout solutions to reduce V2x latency are described in [1] and [2]. They are based on SIPTO@LN with stand-alone GW and with co-located GW. All of these solutions handle the latency problem by locating the V2x server closer to the road infrastructure (e.g. traffic lights, signals, road sensors, etc.). It can also be assumed that these local V2x application servers are only deployed in areas of high vehicle congestion (e.g. city areas) or complex traffic scenarios (e.g. intersections). In other areas, V2x is handled via normal macro base stations (see the figures below).

It can also be assumed that when the vehicle changes local area or moves into an area only served by the macro network, the local connection to the “old” local V2x server is no longer relevant and it can be released.

2.1 Scenarios
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Figure 1 Local V2x server connected using SIPTO@LN with stand-alone GW

The solution based on SIPTO@LN with stand-alone GW (see Figure 1) can handle bigger local areas where V2x UEs are served by multiple local eNBs; the mobility signaling toward the EPC can be kept to a minimum by using X2 handover.

In a case of a small local area served by a single eNB, SIPTO@LN with co-located GW could be used; this solution, however, does not support mobility. In order to address this shortcoming, an enhancement was proposed in [3] adding inter-L-GW coordination and the possibility for the L-GW to connect to the PCRF via Gx (with the disadvantage, however, of a high specification impact).
Another variant of the co-located L-GW case, proposed in SA2, relies on a V2V/V2P Message Offload (VMO) function, residing in the eNB. The VMO function identifies V2V/V2P traffic and steers it towards a local V2x application server (see Figure 2 below). The solution always requires a macro PDN connection (e.g. V2N application server, Internet access, etc.) even if no macro traffic is present. Notice that the SIPTO solution shown above does not suffer from this issue.
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Figure 2 Local V2x server connected using SIPTO@LN with co-located L-GW.
2.2 Comparison
The two solutions are compared in Table 1 below.
	Scenario
	SIPTO@LN with stand-alone GW
	SIPTO@LN with co-located L-GW and VMO

	Mobility inside LHN
	Both macro and local connection handled using X2 or S1 handover at mobility between eNBs inside local network. 
	Only macro connection can be handled using X2 or S1 handover as standardized. Additional specification needed for offloading to local application server.

	Mobility from LHN to macro
	Macro connection handled using existing S-GW relocation. Local connection release when the local connection is not relevant in the macro network.
	Macro connection handled using X2 or S1 handover. 
Local connection always lost after handover, unless it relies on VMO in each eNB.

	Mobility from macro to LHN
	Macro connection handled using existing S-GW relocation. New local connection set up when local application exists.
	Macro connection handled using X2 or S1 handover.
Establishing connection to new local application server must rely on VMO in each eNB.

	Mobility from one LHN to another
	Macro connection handled using existing S-GW relocation. Old local connection released as old local application server is no longer relevant in the new location and new local connection is set-up to the new local application server.
	Macro connection handled using X2 or S1 handover.
Establishing connection to new local application server must rely on VMO in each eNB.

	Vehicle in coverage of local application server. No PDN connection established to macro network.
	Local connection handles mobility using X2 or S1 handover inside LHN. Change of LHN handled by Detach and Re-Attach.
	Not supported

	Standardization 
	No new standardization needed as all cases are supported in existing specifications.
	Support for offload handling to local application server needs specification (i.e. detection of packets to be offloaded).


Table 1 Comparison of SIPTO@LN with stand-alone GW vs. co-located L-GW and VMO
Observation 1: It seems SIPTO@LN with stand-alone GW is more advantageous with respect to enhanced SIPTO@LN with co-located L-GW.
Proposal 1: Discuss the above comparison; capture the figures and the comparison table in [4].
3 Conclusions and Proposals
We have further discussed local offload solutions for V2x, comparing SIPTO@LN with stand-alone GW with an enhanced SIPTO@LN with co-located L-GW. It seems SIPTO@LN with stand-alone GW is more advantageous with respect to enhanced SIPTO@LN with co-located L-GW. Our proposal is below.
Proposal 1: Discuss the above comparison; capture the figures and the comparison table in [4].
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