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Introduction
In this paper discussions on the RAN internal architecture are continued from the baseline agreements taken at RAN3-91bis. The paper argues in favour of a flexible RAN architecture where different levels of centralisation/decentralisation can be enabled depending on deployment scenario characteristics and functionalities that need to be supported.
Status Quo of RAN Architecture Discussion
At RAN3-91bis the following principle was agreed and captured in TR38.801:

Flexible functional split
Some of the benefits of a NR architecture with the flexibility to split and move functions between central and distributed units are below:
-	Flexible HW implementations allows scalable cost effective solutions
-	A split architecture (between central and distributed units) allows for coordination for performance features, load management, real-time performance optimization, and enables NFV/SDN
-	Configurable functional splits enables adaptation to various use cases, such as variable latency on transport
The NR design should support the flexibility to move RAN functions between the central unit and distributed unit, and should be studied.     

The above principle highlights that the 5G RAN architecture needs to be able to flexibly support functions and protocols in nodes that are more or less in proximity of the radio access (i.e. decentralised unit). The demand for high or low centralisation comes from network deployment constraints, e.g. transport network performance, or functionalities that need to be supported, e.g. coordinated scheduling, optimised segmentation.
In order to outline the different types of RAN internal architectures that can be achieved based on the LTE protocol stack the following figure was captured in TR38.801.



Figure D.1-1: Function Split between central and distributed unit
The figure above presents different levels of protocols centralisation within the RAN. According to the principles captured in the TR a RAN internal architecture would need to be flexible enough to allow the adoption of any of the centralisation levels presented in the figure. The latter would allow for maximum efficiency of the RAN architecture where it would be possible to adapt the RAN to different operators requirements and deployment constraints.

Observation 1: According to TR38.801 the 5G RAN architecture should be able to provide a flexible centralisation/decentralisation of protocols that adapts to transport network performance and level of radio optimisation required. Such flexibility should enable deployment of any of the centralisation levels in Figure D.1-1
Examples of scenarios requiring different levels of centralisation
A number of scenarios can be identified where different levels of centralisation are requested. 
In this section only some examples are provided, but it has to be noted that more cases exist that would require different centralisation solutions. Indeed there might be cases that are not known yet and that will only emerge with new service requirements and deployment conditions.
Service specific centralisation requirements
At least three usage scenarios need to be supported by the 5G RAN, as per TR38.913:
-	URLLC (Ultra-Reliable and Low Latency Communications)
-	eMBB (enhanced Mobile Broadband)
-	mMTC (massive Machine Type Communications)
For these service scenarios user plane latency requirements have been assigned as follows (see TR38.913):
-	URLLC = 0.5ms
-	eMBB = 4ms
-	mMTC: for mMTC a UP latency requirement has not been set, which leads to the understanding that this scenario would apply to services with a less stringent UP latency requirement
Each of the use cases above may require a specific RAN architectures support. 
In the case of URLLC any decentralised architecture would have to rely on very low latency transport networks. The latter would call for decentralisation of low layer protocols/functions. Another option would be that no decentralisation is applied at all. The latency requirements in this case are in fact so stringent that excessive delay over an interface between a central unit and a decentralised node would likely compromise the service performance.
eMBB is a scenario where UP latency is more relaxed than for URLCC, therefore some level of centralisation could be possible. For example, a centralised PDCP/RLC/MAC architecture may be suitable provided that the right transport is in place. Such solution would be beneficial in providing centralised coordinated scheduling and CoMP/like interference management solutions, which are plausibly needed in eMBB scenarios. 
mMTC is a scenario where UP latency is not as crucial as in other scenarios. In this case a less performing transport network can be adopted, reducing costs and increasing site availability. Here a minimum level of centralisation could be pursued, e.g. PDCP/RRC centralisation.
It needs to be noted that the above use cases are not exhaustive. There could be many more use cases, each with a different latency requirement and each with a specific best suited RAN architecture
Observation 2: 5G use case scenarios such as URLLC, eMBB and mMTC are subject to different UP latency requirements and are best served by deployment of different RAN centralisation schemes 

Characteristics of different centralisation options

Depending on the RAN functions that need to be supported specific RAN architectures may be needed. Here is a list of RAN centralisation options and the functionalities they enable.

Centralisation of PDCP/RRC: This centralisation option enables tight integration of different radio accesses via dual connectivity like solutions. The advantages of this option are those to relax requirements on transport network performance because procedures between the centralised and decentralised protocols are not subject to strict latency requirements. 
This architecture option enables the UE to move amongst a number of radio access points without the need to trigger CN-visible mobility or data forwarding and without the need to change security context. Over the air signalling reductions are also likely due to a first level of central coordination during intra RAN node mobility that may reduce the need for handover-like signalling over the air when the UE moves between different accesses. 
While this architecture allows lowering requirements on the transport network, which reduces costs and increases site availability, it does not allow for higher levels of centralised coordination that would improve capacity and spectrum efficiency 

Centralisation of PDCP/RRC/RLC: the same advantages as per the PDCP/RRC centralisation are envisaged with the additional characteristic of moving RLC on a virtual platform. The latter may help to reduce costs. 
However, detachment of RLC from MAC would demand for an extra effort to achieve radio-aware segmentation. This is why it might also be envisaged that an intra RLC split would be possible, where part of the RLC protocol (e.g. hosting segmentation functions) is on the decentralised node.

Centralisation of PDCP/RRC/RLC/MAC (High/Low MAC split): The addition of the MAC layer at the centralised node implies that centralised scheduling coordination between different radio accesses is possible. This implies that CoMP schemes such as coordinated point blanking and combined transmission can be enabled. Pooling of base band resources may help serving different traffic demands from sparse radio access points. 
This option implies that the MAC layer becomes detached from the physical layer and this may result in loss of real time information on the radio condition a UE is subject to. This is a very important aspect to ensure optimised scheduling. For this reason it may be plausible to enable an intra MAC layer split, where part of the MAC protocol (e.g. enabling real time radio awareness and optimised scheduling) is hosted in the decentralised node.
This architecture increases the requirements on the transport network, hence site availability may become more scarce. 

Centralisation of PDCP/RRC/RLC/MAC/Phy (High/Low Phy split): With this option an extra level of centralisation is enabled. Centralisation of Phy would enable coordination of some radio functions, such as beamforming. This may result in beneficial effects if it is considered that beamforming and scheduling can be tightly coordinated not only for one radio access but for multiple ones. With this option however, the Phy layer becomes detached from the radio access (RF). This may be a reason to host some of the Phy functions on the remote radio unit hosting the RF. This would allow the Phy to have a more real time awareness of radio conditions.
It is obvious that in this case the transport network requirements are very stringent. A very well performing transport network would be needed and site availability would be even more limited, hence making this architecture option usable only in limited cases. 

It shall be noted that the above architecture options depict one level of centralisation/decentralisation. However, new virtualisation scenarios in the future may require for multiple levels of centralisation, e.g. where protocols are centralised in several nodes spanning from the RAN/CN interface termination node to the node terminating the Uu.
From the above analysis the following can be observed:

Observation 3: Each RAN architecture option has characteristics that make it suitable for different RAN deployments and different levels of RAN optimisation.

In light of the observations above the following is proposed:

Proposal: it is proposed that the 5G RAN logical architecture should enable freedom to implement different levels of protocol centralisation that can fulfil different use cases and deployment requirements 
Conclusions
In this paper an analysis of the possible RAN internal architectures so far presented has been carried out. It is worth highlighting that more options may emerge once RAN2 progress with specification of L2 protocols. 
The following observations were made:
Observation 1: According to TR38.801 the 5G RAN architecture should be able to provide a flexible centralisation/decentralisation of protocols that adapts to transport network performance and level of radio optimisation required. Such flexibility should enable deployment of any of the centralisation levels in Figure D.1-1
Observation 2: 5G use case scenarios such as URLLC, eMBB and mMTC are subject to different UP latency requirements and are best served by deployment of different RAN centralisation schemes 
Observation 3: Each RAN architecture option has characteristics that make it suitable for different RAN deployments and different levels of RAN optimisation.
The observations lead to the following proposal:
Proposal: it is proposed that the 5G RAN logical architecture should enable freedom to implement different levels of protocol centralisation that can fulfil different use cases and deployment requirements 

It is suggested to agree to the proposal above and to the text proposal following.
Text Proposal

----------------------------------------------Start of Changes----------------------------------------------
[bookmark: _Toc449541124]6.1.2	RAN internal functional split
The 5G RAN logical architecture should enable freedom to implement different levels of protocol centralisation that can fulfil different use cases and deployment requirements. The RAN logical node may be formed of a central unit and a decentralised unit. Distribution of radio protocols between the central or decentralised unit should be left to implementation.
Editor’s note: Some text reflecting current agreements / discussion status related to functional split between central and distributed units are tentatively captured in the Annex, but the intention is to move relevant content under this section when discussion status / text become more mature.

----------------------------------------------End of Changes----------------------------------------------
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