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1 Introduction
A new study item “Study on Context Aware Service Delivery in RAN for LTE” was approved in RAN #71 meeting. Plenty of issues and solutions were brought up in last RAN3 meeting. Here we would like to introduce two more issues into the TR36.933.
2 Discussion on the issues

Issue 1-Backhaul bandwidth deficiency
Nowadays, with the evolution of 3D technology, a lot of services requiring for large bandwidth on backhaul emerge, e.g., virtual reality and augmented reality service. This sort of services generates a big amount of data volumes and will consume a high proportion of the total backhaul. The operators need to deploy more backhaul with large cost otherwise will suffer severe probability of congestion. This specified issue of backhaul bandwidth deficiency due to newly emerging services should be identified in this SI.
Note that as already mentioned by [2][3], the local cache and local breakout could be a potential solution to address this issue.

Issue 2-Mutual ignorance between RAN node and content server
In EUTRAN, the data transmission is handled based on QoS scheme to guarantee the transmission rate, error rate and other characteristics of a EPS bearer. Generally speaking, the QoS profile includes several merits such as data rate, QCI and ARP, etc. For video service, normally its QoS profile varies dynamically according to many factors such as screen resolution, screen size, the content in the data flow and the cache status at terminal. For instance, the source of content may change its source encoding rate from time to time which consequently impacts the demanding transmission data rate. Currently RAN node handles the service flow with the same QoS requirement persistently without dynamic adaptation. 
On the other hand, the available resource allocated to the service by air interface also varies. If the transmission rate is too slow over air interface, the buffered data in the client (e.g., HTTP) at UE gets consumed soon and then stalling happens. If the content server can be informed about the RAN node status, e.g., congestion over air interface, it would be able to make some adjustment correspondingly, e.g., lower the resolution of the video service. 

Therefore, to improve the user experience, it is expected to have RAN node and content server be aware of each other’s information, e.g., the dynamic QoS profile and RAN node status.
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Nowadays, with the evolution of 3D technology, a lot of services requiring for large bandwidth on backhaul emerge, e.g., virtual reality and augmented reality service. This sort of services generates a big amount of data volumes and will consume a high proportion of the total backhaul. The operators need to deploy more backhaul with large cost otherwise will suffer severe probability of congestion.

4.3  Issue 3: Mutual ignorance between RAN node and content server
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On the other hand, the available resource allocated to the service by air interface also varies. If the transmission rate is too slow over air interface, the buffered data in the client (e.g., HTTP) at UE gets consumed soon and then stalling happens. If the content server can be informed about the RAN node status, e.g., congestion over air interface, it would be able to make some adjustment correspondingly, e.g., lower the resolution of the video service.
The mutual ignorance between RAN node and content server impacts the user experience and is identified as an issue to address.
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