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1 Introduction

At RAN3#91bis meeting, the first RAN3 sessions on 5G NR started in framework of the newly approved 5G SID [1]. In the discussions, it is a clear trend (from the SID itself) that the NR RAN architecture will no longer be flat but will include a mix of centralized units (CU) and distributed units (DU), in line with a more cost-effective, flexible and high performance centralized RAN (C-RAN) implementation connected to multiple remote transmission/reception points (TRPs).
In this contribution, we suggest clarifying the definitions of CU and DU and analyse the new interface and function in 5G NR. And we propose to capture our architecture and interfaces description into TR. 
2 Discussion
2.1 NR RAN Architecture [2]
The 5G SID introduces the CU and DU RAN elements as follows:

	· Study the feasibility of different options of splitting the architecture into a “central unit” and a “distributed unit”, with potential interface in between, including transport, configuration and other required functional interactions between these nodes [RAN2, RAN3];


The main characterization of CU and DU so far is coming from the existence of a fronthaul between CU and DU, which can be ideal or non-ideal. Most discussions on CU and DU so far focused on the functional split between both units, even though the NR RAN functionality is not yet well defined. Little inputs were given on other aspects such as CU and DU interconnections as well as mapping onto physical elements, hence we suggest clarifying those.

Deployments:

· CU and DU can be collocated, e.g. standalone NR macro. This is considered as an ideal fronthaul case. Note in this case we still prefer considering CU and DU rather than having DU optional, thus providing a uniform model across deployments.

· CU and DU can be non-collocated with ideal backhaul

· CU and DU can be non-collocated with non-ideal backhaul

CU:

We propose the following baseline definitions for the CU:

· One CU can connect and manage one or multiple DUs, referred to as “CU-DU set”

· CUs provide the control plane interface to CN

· CUs may provide the user plane interface to CN 

· Interface between CUs exists to support UE mobility

DU:

TRPs are essential RAN elements that constitute one major aspect of recent LTE features (e.g. CoMP) and are expected to further play a key role in the increase of access point density. Therefore it is important to clarify TRP and DU mapping: we could either consider a DU is a remote site hosting one or multiple TRPs or simply have a one to one DU – TRP mapping. The former case would call for a complex hierarchical RAN model with CU/DU/TRP levels. Hence to keep RAN model simple we propose adopting the latter mapping. On the other hand, the same TRP can operate one or multiple carriers or bands. Hence similarly, we suggest that the same DU can operate one multiple carriers or bands. At the moment, we don’t see the need or usecase for a DU connected/controlled to/by multiple concurrent CUs and we suggest a DU only connects to one CU. Finally, it is necessary to allow DUs under the same CU to connect with each other to maximize the latency performance during DU change or other NR cell level procedures.

In summary, we propose the following baseline definitions for the DU:

· A DU is mapped onto one TRP which can implement multiple beams

· A DU is frequency/band agnostic

· A DU only connects to one CU

· The interface between DUs exists for data or UE context (if kept at DU) transfer during UE mobility.
The 5G RAN architecture is illustrated in Figure1 below.
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Figure 1 5G NR Architecture
eS1: logical interface between a CU and 5G CN, providing an interconnection point between the 5G NR and 5G CN. It is also considered as a reference point.

Sn: logical interface between a CU and a DU, providing an interconnection point between the 5G NR internal nodes. It is also considered as a reference point.

eX2: logical interface between two CUs. Whilst logically representing a point-to-point link between CUs, the physical realization need not be a point-to-point link.

Xm: logical interface between two DUs. Whilst logically representing a point-to-point link between DUs, the physical realization need not be a point-to-point link.

Proposal 1: it’s proposed to capture the above architecture and interfaces into TR.
2.2 NR RAN Interface
2.2.1 eS1 interface
The eS1 interface is a logical interface between a CU and 5G CN. The basic functions of eS1 include maintaining the network-level interface with CN and UE’s NAS connection and mobility function.
In current stage, functional split between 5G CN and 5G RAN has not been decided. The detailed interface function of eS1 can hardly be given. But at least we think the eS1 interface will provides the following functions:
-
Service Management function based on bearer or flow;
-
Mobility Functions for UEs in ECM-CONNECTED:

-
Intra-5G NR Handover;

-
Inter-3GPP-RAT Handover.

-
Paging function;
-
NAS Signalling Transport function;

-
eS1 interface management functions;
2.2.2 eX2 interface
The eX2 interface is a logical interface between two CUs. The basic function of eX2 is to support Intra-5G system mobility and load management between CUs. At least the eX2 interface will support the following functions:

-
Intra 5G System Mobility Support for UE in ECM-CONNECTED;
-
Load Management;
-
General eX2 management and error handling functions;
Proposal2: it’s proposed to specify eS1 and eX2 in 5G NR.
2.2.3 Sn interface
The Sn interface is a logical interface between a CU and a DU. It is a 5G RAN internal interface. The basic function of Sn is to complete the DU management function and information transmission. In order to support interconnection and intercommunication of multiple DUs and CU from different network vendors, Sn interface needs to be standardized in some degree.
The Sn interface may support the following functions:
· UE RRC signalling directly transmission;
· Common signaling transmission, e.g. SI;
· DU mode configuration ( e.g. protocol split);
· Serving DU changing;
· Measurement management;
· Radio link management;
· Interference management, e.g. resource allocation and coordination;
· Load management;
· DU power management;
2.2.4 Xm interface
Xm interface is a logical interface between DUs. The basic function of Xm interface is to transfer UE’s data and context when UE’s serving points are changed dynamically if DU has some L2/higher layer functions. CoMP had been shown to bring considerable benefits in system throughput, e.g. JT and DPS. All of these features require that UE information can be transferred quickly between DUs to guarantee UE’s state and data continuity. The second function of Xm interface is to exchange dynamic coordination information between DUs.
In summary, the XmAP protocol may support the following functions:

· Data and context transfer when dynamic serving point changing if DU has some L2 and higher layer functions;
· Dynamic coordination information;
Furthermore, if the fronthaul of DU has no good delay characteristics, e.g. non-ideal fronthaul with several millisecond or more delay, it is not a good way to reuse the fronthaul of DU to transfer UE’s information. In this case, air interface between DUs may be a potential alternative to exchange information quickly. In 5G NR, smaller and more flexible subframe design can bring smaller transmission delay in air interface, e.g. less 1ms. The short distance between DUs, e.g. ten meters or tens of meters, means that the link quality is better. In addition, broadcast and multi-cast also can improve the transmission efficiency. Hence transmission mode of Xm interface in air may include:
· Unicast mode;
· Broadcast mode;
· Multi-cast mode;
When UE moves between different DUs under the same CU, Xm interface is useful for UE’s context transfer and data continuity. But when UE moves across CUs, UE’s security and data transmission anchor point need to be reset or changed, in this case, it is FFS whether Xm interface can be used.
Proposal3: it’s proposed to consider Sn and Xm in the specification of 5G NR.
3 Conclusion
Based on the discussion in section 2 the followings are proposed:
Proposal 1: it’s proposed to capture the above architecture and interfaces into TR.
Proposal2: it’s proposed to specify eS1 and eX2 in 5G NR.
Proposal3: it’s proposed to consider Sn and Xm in the specification of 5G NR.
4 TP for TR 38. 801
5.2
RAN architecture
Editor’s note: Intention is to capture overall RAN architecture. 
Editor’s note: Some text reflecting current agreements / discussion status related to RAN-CN connectivity are tentatively captured in the Annex, but the intention is to move relevant content under this section when discussion status / text become more mature.
The 5G RAN consists of CUs and DUs, providing the NR user plane and control plane protocol terminations towards the UE. The DUs are interconnected with each other by means of the Xm interface. The DUs are also connected by means of the Sn interface to the CU. The CUs are interconnected with each other by means of the eX2 interface. The CUs are also connected by means of the eS1 interface to the 5G CN, more specifically to the control entity by means of the eS1-C interface and to the user entity by means of the eS1-U interface. The eS1 interface supports a many-to-many relation between CN entities and CUs.

The 5G RAN architecture is illustrated in Figure below.
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Figure 5-1: Overall Architecture

Note: CU and DU can be collocated or non-collocated with ideal/non-ideal backhaul.
5.3
Interfaces
Editor’s note: Intention is to capture protocol stacks and list of functions for each identified interfaces in the RAN architecture. 
eS1: logical interface between a CU and 5G CN, providing an interconnection point between the 5G NR and 5G CN. It is also considered as a reference point.

Sn: logical interface between a CU and a DU, providing an interconnection point between the 5G NR internal nodes. It is also considered as a reference point.

eX2: logical interface between two CUs. Whilst logically representing a point-to-point link between CUs, the physical realization need not be a point-to-point link.

Xm: logical interface between two DUs. Whilst logically representing a point-to-point link between DUs, the physical realization need not be a point-to-point link.
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