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1
Introduction
RAN3#91bis discussed a proposal in [1] which supplied some essential benefits of a flexible split of NR Architecture and agreed for TR 38.801 as below.
Flexible functional split
Some of the benefits of a NR architecture with the flexibility to split and move functions between central and distributed units are below:

-
Flexible HW implementations allows scalable cost effective solutions

-
A split architecture (between central and distributed units) allows for coordination for performance features, load management, real-time performance optimization, and enables NFV/SDN

-
Configurable functional splits enables adaptation to various use cases, such as variable latency on transport

The NR design should support the flexibility to move RAN functions between the central unit and distributed unit, and should be studied.     

This contribution analyses RAN functions flexibility over fronthaul (FH) and illustrates how the above benefits could be accomplished without defining multiple fronthaul splits in RAN protocol stack.

2
Discussion
Flexibility of RAN functions could be envisaged in two ways
· Deployment specific flexibility
· Service specific flexibility
Deployment flexibility is to enable the selected fronthaul (FH) splits (HL: higher-layer, LL: lower-layer) [2] for different deployment options based on the infrastructure and FH capabilities. Here, higher-layer split is the intra layer 2 (L2) split and lower-layer split is the inter L2-L1 or intra L1 split.
· This can be achieved by selecting the necessary FH splits (HL, LL) and employing the appropriate split for the particular deployment. 
· CU (Central Unit) could also host both functional splits in parallel to enable support of heterogeneous deployments. 
Service flexibility is to design the FH split in such a way that it meets the requirements of all services.
· This can be achieved by allowing RAN functions to be configurable in the RAN protocol stack and enabling functions based on service requirements.
· RAN functions like ARQ, Segmentation, re-Tx prioritization, re-ordering etc could be kept configurable in different user plane protocols and enabled based on service requirements.
We illustrate the possibility of judicious placement of CU and DU logical units in different deployments to achieve RAN functions flexibility as example.

The following are some assumptions used in the below examples.
1. A two tier aggregation deployment scenario, where T1 (Tier 1) could be hosted in a macro base station and T2 (Tier2) could be hosted in an edge cloud (controlling multiple macro sites).

2. Two splits, one each for HL and LL are considered in the examples.

3. LL split FH: The FH transport bandwidth is sufficient to always allow lossless delivery and meet latency requirements.
4. HL split FH: The FH transport bandwidth may not be sufficient to always allow lossless delivery and meet latency requirements.

5. Hybrid FH: a deployment with a combination of LL split FH and HL split FH. HL split FH between T2 and T1 and LL split FH between T1 and RRU.
The different deployment scenarios with LL split FH, HL split FH and hybrid FH capabilities are shown in the below figures. Any combination of those three options (Figure 1, 2 and 3) is also possible. Figure 4 illustrates NR deployment with both LL split FH and HL split FH with dedicated user plane aggregation node as example.
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Figure 1: NR deployment with HL split FH
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Figure 2: NR deployment with LL split FH
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Figure 3: NR deployment with hybrid FH
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Figure 4: NR deployment with both LL split FH and HL split FH with dedicated user plane aggregation node
The different deployment scenarios show how the CU and DU could be located at multiple locations to meet service specific requirements. Intelligent placement of the CU and DU logical units according to the service needs and deployment capabilities enable us to meet all the benefits mentioned above.
Further, service-specific flexibility calls for the following type of flexibility. Any given cell may carry multiple services simultaneously, and in fact any given user in any given cell may have traffic for multiple services simultaneously. Depending on the requirements of the service, the RAN functions handling the different services may have to be placed at different locations in the network. For example, consider a user in a given cell that has a service 1 which is latency tolerant, and a service 2 that has very tight latency requirements, and the latency of the fronthaul of the cell is low compared to the expectations of service 1 but high compared to the expectations of service 2. In this case, it would be advantageous to place certain RAN functions for the user’s service 1 such as PDCP/RLC in the CU, while the same RAN functions for the user’s service 2 may have to be placed at the DU.

a. Simplicity: Limiting the number of split options achieves simple specification. These CU and DU components could be placed in different site locations as shown in the figures to achieve flexibility. 

b. Coordination for performance features, load management, real-time performance optimization, and enables NFV/SDN: This is the direct benefit of centralization and could be foreseen even with a single FH split.
c. Configurable functional splits:  It should be preferable to keep the important RAN functions configurable instead of defining multiple splits involving different protocols. This ensures reduced complexity and better inter-vendor compatibility.

Proposal 1:
Intelligent placement of the RAN functions within the CU and DU logical units allows the requirements of different service and deployments to be fulfilled.
3
Conclusions
Flexibility of RAN functions could be envisaged in two ways
· Deployment specific flexibility
· Service specific flexibility
Proposal 1:
Intelligent placement of the RAN functions within the CU and DU logical units allows the requirements of different service and deployments to be fulfilled.
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