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1. Introduction

It is proposed to capture the following text proposal in TR 38.801. A relevant placeholder for proposed section X could be as first sub-section of chapter 5 "Radio access network architecture for New RAT".
2. Text Proposal
---Start of Text Proposal----------

X.1.
Transport layer aspects
The aim of this section is to summarise transport network layers layer technologies which can be used with NRs in terms of bandwidth and delay Characteristics of different transport networks listed below can be used e.g. in evaluation of NR functional split options.
NOTE:  It is understood that RAN3 has no intention to specify any transport network.

The underlying transport network could be based on different link technologies, basically on copper, optical fibre or microwaves.
1) Editor’s note: this section is current incomplete and numbers provided below are FFS.

X.1.1.
Microwaves transport network
Microwaves transport in the context of fronthauling is typically based on point-to-point radio transmission. A clear advantage of this transmission technique is an easier deployment with little civil engineering. Current offered capacity ranges from 2.5 Gbit/s in 500 MHz of bandwidth, up to 3x2.5 Gbit/s CPRI links in 70 MHz of bandwidth (with CPRI optimisation). Typical ranges vary from 100 meters or so up to 1km.

X.1.2.
Optical transport network
Fibre-optic communications could typically offer data rate ranging between 1 and 10 Gbit/s per fibre. With Wavelength Division Multiplexing (WDM), up to 80 wavelengths can be multiplexed in the same fibre, giving around up to 800 Gbit/s of data rate (160 wavelengths multiplex to come) [r1].
Regarding network topology, deploying pure point-to-point topology, i.e. one fibre pair per radio transmission site, would be costly in terms of civil engineering, and would lack of flexibility when adding or removing a transmission site. Indeed, it is worth allowing the possibility of aggregation points between the central office and the transmissions sites. An example of possible topology is given in Figure 1.
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Figure 1: An example of aggregation topology with WDM over optical fibre.

Fibre range is typically between 60 and 100 km without repeaters. To be noted that 500 µs transmission delay (typical CPRI latency) corresponds to 40 km of fibre.
X.3.
Some transport layer requirements

Considering the RAN is split between BBU and RRH, the transmission between base band part and radio frequency part is I/Q.If NR follows the same functional split, a draft calculation of the required bitrate over the transport network shows that about 614.4Mbps per 10MHz mobile system bandwidth per antenna port is necessary ( see details in Annex A).

When the frequency system bandwidth is increasing as well the number of antenna ports, the required bitrate is linear increasing. An example with rounded numbers is shown in the following table. 

	Number of Antenna Ports
	Frequency System Bandwidth

	
	10 MHz
	20 MHz
	200 MHz
	1GHz

	2
	1Gbps
	2Gbps
	20Gbps
	100Gbps

	8
	4Gbps
	8Gbps
	80Gbps
	400Gbps

	64
	32Gbps
	64Gbps
	640Gbps
	3200Gbps

	256
	128Gbps
	256Gbps
	2560Gbps
	12800Gbps


Table 1: Examples of required bitrate on the transmission link as per RAN function splitting between PHY and RF 

According to TR38.913 [r2], the NR shall support up to 1GHz system bandwidth, and  antennas number up to 256.  Therefore, the functional split commonly used today may not be adequate.
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Annex A: Peak bitrate requirement computation

This annex provides the parameters and calculation formulas of peak bitrate requirement on transport network layer assuming a LTE eNB split from the RF as an example.
· For the downlink:
Number of BS antenna elements, bit width[NOTE1], Number of OFDM symbols per subframe[NOTE2], FFT size; (Peak bitrate requirement of interface = Number of BS antenna elements * Bit width * Number of OFDM symbols per subframe * FFT size* 2 [NOTE3]/1ms)
· For the uplink:
System bandwidth, number of BS antenna elements, bit width, Number of OFDM symbols per subframe, FFT size; (Peak bitrate requirement of interface = Number of BS antenna elements * Bit width * Number of OFDM symbols per subframe * FFT size* 2/1ms)
NOTE1: During the calculation, the value of bit width is 15;
NOTE2: For OFDM system of 20MHz system bandwidth, the number of OFDM symbols per subframe is 14 (if considering CP, the number of OFDM symbols per subframe is 15), FFT size is 2048, Number of OFDM symbols per subframe*FFT size is proportional to the system bandwidth.
NOTE3: The number 2 here means I branch signal and Q branch signal.
---End of Text Proposal----------
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