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1   Introduction
At the 3GPP TSG RAN #71 meeting, the SID on “Context Aware Service Delivery” was approved [1]. The SID targets to:
· Study and if possible identify the use cases and requirements for Context Aware Service Delivery
-
For more efficient use of resources and better user experience (e.g., saving battery life, shorter E2E delay, etc.);
· Study and analyse the potential impact to architecture, protocol, and signalling to support Context Aware Service Delivery in E-UTRA 
-
How E-UTRAN could acquire service specific information;
-
How E-UTRAN could support RAN based local cached delivery, local breakout;

-
How E-UTRAN could support RAN optimizations based on context awareness.

This paper discusses the use cases of context aware service delivery, and the issues in current CDN cache, video and TCP. 
2   Use cases of context aware service delivery
Context aware service delivery is supposed to support local caching and cross-layer video/TCP optimizations. Local caching and the optimizations are useful in reducing the communication latency, improve the TCP throughput and improve the video QoE. So, context aware service delivery is especially useful in the following cases.

2.1   Ultra-reliable and low latency communications
With App and/or service data caching in the edge, the latency of communication could be significantly reduced due to the backhaul and backbone transmission are avoided or at least reduced. With caching close to or inside eNB, it is possible to have closer coupling between TCP and LTE, which would be helpful in improving TCP throughput and reducing TCP delay by more accurate adaption between TCP and LTE. 
Here are some example applications:
· Real time control of vehicles, road traffic, accident prevention (location, vector, context, low Round Trip Time RTT)

· Mobile Health Care, remote monitoring, diagnosis and treatment (high rates and availability)

· Wide area monitoring and control systems for smart grids
Observation 1: Context aware service delivery can be used for ultra-reliable and low latency communications.

2.2   MNO as CDN provider

Mobile Network operator can work as a CDN provider or cooperate with internet CDN to provide in-network caching & content acceleration. 
Current Mobile network is treated as black box by existing OTT/internet CDN, which caches content at PGW or above level. Although eNB is the real edge node of cellular network, PGW is in fact the edge node from internet CDN perspective. The content is repeatedly transmitted in backhaul, the backhaul waste requires operator to either deploy more backhaul, which leads to higher cost or suffer higher backhaul congestion probability. By using content edge caching to cache content inside mobile network (below PGW) could avoid the backhaul waste and improve user experience with shorter delay, lower playout interruption probability.
Observation 2: Local caching and context aware enable MNO to act as CDN provider or provide secondary acceleration to internet CDN.
2.3   Web based App acceleration

Most of the mobile Apps are based on HTTP or WebSocket. HTTP natively supports caching. HTTP is carried over TCP. TCP optimization accelerates the web based Apps.
Observation 3: Context aware service delivery can be used for acceleration to web based Apps.
3   Issues of current service delivery
3.1   Caching

Majority of current internet traffic is delivered via CDN. However, current CDN can only cache content close the PGW, which is not the real edge of mobile network. So, as show in figure 1, the content is repeatedly transmitted in backhaul between edge node (eNB) and PGW. The backhaul waste requires operator to either deploy more backhaul, which leads to higher cost or suffer higher backhaul congestion probability. 
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Figure 1. Content Delivery from internet CDN

· In-network local caching could be a solution for this issue. In-network caching has been captured in 3GPP TR 22.891 [2] for below benefits:QoE: “Provides a better user experience (lower latencies and channel switching times) for the end-user”, 

· Backhaul: “Allows the operators to dimension their network and backhaul more cost-effectively”, and

· Radio Efficiency: “In some scenarios, efficiently utilize its limited radio resources.” 
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Figure 2. Multi-level caching in mobile operator network
Internet CDN caching and in-network caching could coexist, as Multi-level caching illustrated in Figure 2. Multi-level caches can include internet CDN cache, core network cache, RAN cache and UE cache. The higher level caching has the larger cache capacity and higher cache hit ratio; while the lower level caching size is small but lower level caching has the ability to adapt to the radio environment. RAN cache can be deployed physically inside or close to eNB or BBU pool of C-RAN.

Observation 4: Multi-level caching in internet CDN, core network and RAN can coexist and work independently.

Proposal 1: RAN3 to study architecture and solution for RAN caching. 
3.2   Video

Video is expected to take majority of 4G/5G bandwidth. More and more popular HD video raises high challenge to mobile network capability. For example, 4k streaming video requires at least 5Mbps data rate. 
Current OTT video is usually treated in the same way as normal internet traffic, even background traffic, which leads to:
· High video stalling probability: Without video context information, RAN could not prioritize the video even if its playout buffer is exhausting.
· Large initial buffer to absorb throughput/latency fluctuation: Most of the OTT video is based on HTTP streaming, including DASH/HLS. In HTTP based streaming, client first caches some content before playout. The initial buffer contributes majority of video delay. The playout buffer is used to absorb the throughput and delay fluctuation. Without context information of RAN, DASH client cannot accurately estimate the throughput/delay fluctuation and hence has to conservatively keep a large playout buffer.
So, it is necessary to optimize video delivery by video and RAN mutual aware.  
Proposal 2: RAN3 to study use case and solution for video transmission optimizations based on RAN/Video mutual context aware.
3.3   TCP

TCP takes 95% connections and 97% data volume of internet. TCP congestion control is used to control the TCP to L3/L2 data delivery speed. Too fast delivery leads to congestion and packet loss. Too slow delivery leads to radio resource waste, i.e. low link utilization. Without context information of RAN, current TCP congestion control cannot accurately adapt to radio channel changes, which leads to low throughput and/or long delay. TCP uses packet loss or delay spike as congestion signal to control TCP to L3/L2 data delivery speed. However, these congestion signals may mislead TCP. Packet loss in wireless link may be caused by random interference or decoding error instead of congestion. Long RTT may be caused by RLC/HARQ retransmission, multi-user scheduling and handover instead of congestion. 
Without context information of low layer, TCP slowly probes low layer capability by slow start. Slow start significantly impacts the delay and throughput of TCP. 
On the other hand, low layer doesn’t have the context information of TCP. This leads to long TCP RTT and finally impacts TCP throughput.
Proposal 3: RAN3 to study use case and solution for TCP transmission optimizations based on RAN/TCP mutual context aware.
4   Conclusion 

Based on above analysis, we have following observations and proposals.

Observation 1: Context aware service delivery can be used for ultra-reliable and low latency communications.
Observation 2: Local caching and context aware enable MNO to act as CDN provider or provide secondary acceleration to internet CDN.

Observation 3: Context aware service delivery can be used for acceleration to web based Apps.
Observation 4: Multi-level caching in internet CDN, core network and RAN can coexist and work independently.
Proposal 1: RAN3 to study architecture and solution for RAN caching. 
Proposal 2: RAN3 to study use case and solution for video transmission optimizations based on RAN/Video mutual context aware.
Proposal 3: RAN3 to study use case and solution for TCP transmission optimizations based on RAN/TCP mutual context aware.
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