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1. Introduction

  RAN #71 agreed the launch of the Study Item on New Radio access technology (NR) in RP-160671 [1]. One item under RAN3 scope is about fronthauling:
- Study the feasibility of different options of splitting the architecture  into a “central unit” and a “distributed unit”, with potential interface in between, including transport, configuration and other required functional interactions between these nodes [RAN2, RAN3];

- Study the alternative solutions with regard to signaling, orchestration, …, and OAM, where applicable [in co-operation with SA5];

The following contribution aims to remind topic's context: motivations for splitting RAN architecture, fronthauling constraints, and provides some proposals for upcoming work in RAN3.
2. Discussion
2.1. Motivations for fronthauling in cellular systems
Several definitions of fronthauling have been provided, for example in RP-160043 [2] during the preparation of last RAN plenary, but it is always beneficial to clarify terms in particular at the beginning of a new study. Indeed, we could define fronthauling by the following:
Fronthauling is a mean enabling to split RAN functions and locate them partly in a Central Office and partly distribute them. It includes the interfaces between central and distributed functions, and the underlying network that transports the interfaces.
Finding antenna sites is not an easy task whatever the target is outdoor or indoor. Hence, reducing the site footprint is a clear benefit, and was one of the drivers of having Base Band Units (BBUs) separated from radio/antenna (RF) modules. Moreover, this RAN architecture relaxes security constraints on the remote location, since security could be enforced in locations where it is more easily achieved compared to possibly isolated or exposed antenna sites. Centralising BBUs in a smaller number of locations decreases network power consumption thanks to the possibility to share air-conditioning systems among several BBUs [3]. Hence, CAPEX and OPEX could be reduced.
One step further has been reached with Cloud-RAN approach: The increased number of BBUs in a central unit (BBU hostelling) facilitates interface between BBUs and open tight radio resource cooperation schemes (CoMP) among cells controlled by the central unit that are not be possible to be achieved when BBUs are inter-connected through a looser –less ideal- interface. The Cloud-RAN architecture improves mobility management, since terminals moving around cells can be achieved internally to the central unit controlling them, instead of having to make it through external interfaces.

Furthermore, if the underlying transport network offers routing/multiplexing capabilities, it is possible to go beyond the 1-1 relationship between BBUs and RRHs, authorising network architecture with a number of BBUs in the central location which is smaller than the number of deployed RRHs, the mapping between RRHs and BBUs being dynamic. Hence, the number of BBUs can be dimensioned regarding the target capacity, although the number of RRHs is determined in reference to radio coverage.  For example, RRHs located in an urban working area can be mapped to the BBUs during business hours, and during off-business time, BBUs are mapped to RRHs located in the housing areas. BBU resources can then be optimised, reducing deployment cost and power consumption. Having such a routing capability can also improve system resilience, thanks to the flexibility offered by dynamic re-mapping in case of failure of a RRH or a BBU.
The Cloud-RAN architecture is seen as particularly relevant for upcoming NR [4]. Indeed, the target performance requirements will push further for an increase in cell density and a higher level of cooperation. The approach of having the centralisation of RAN functions is also an enabler for the modular design of future base station through Network Function Virtualisation (NFV) and their softwarisation, allowing an extended pooling of hardware resources. 
Hence, there are incentives to concentrate RAN functions, to limit functionalities remaining at the antenna site and ease cooperation between cells to name a few. However the constraints and the capability of the underlying network is a crucial point that has to be carefully looked at.
2.2. Some transport layer requirements

Let us consider a radio architecture split at the lowest level with the example of today's CPRI interface. A LTE 2x2 MIMO in 20 MHz band cell offers a peak data rate at radio level around 170 Mbit/s. It requires over a CPRI link a bandwidth of 2.5 Gbit/s. This required bandwidth scales up with the offered data rate, for example with the number of carriers or the MIMO scheme used.
Upcoming NR is expected to provide a x100 increase in offered peak data rate. This could lead to a bandwidth requirement on a CPRI link of 250 Gbit/s. There are compression options that could help mitigating the necessary bandwidth, but the requirement put on the underlying network in future NR access network will definitively be high with a functional split at the digitized analogue level.
2.3. Fronthauling network aspects
The underlying transport network could be based on different link technologies, basically on copper, optical fibre of microwaves. We will concentrate in the following on optical fibre and microwaves.

2.3.1. Fronthauling over microwaves transport
Microwaves transport in the context of fronthauling is typically based on point-to-point radio transmission. A clear advantage of this transmission technique is an easier deployment with little civil engineering. Current offered capacity ranges from 2.5 Gbit/s in 500 MHz of bandwidth, up to 3x2.5 Gbit/s CPRI links in 70 MHz of bandwidth (with CPRI optimisation). Typical ranges vary from 100 meters or so up to 1km.

Because of available spectrum limitations; microwaves transmissions could then hardly support as many channels as required by NR scenarios and high enough data rate per channel to fulfil typical NR scenarios considering radio architecture split at the lowest level.
2.3.2. Fronthauling over optical transport
Fiber-optic communications could typically offer data rate ranging between 1 and 10 Gbit/s per fibre. With Wavelength Division Multiplexing (WDM), up to 80 wavelengths can be multiplexed in the same fibre, giving around up to 800 Gbit/s of data rate (160 wavelengths multiplex still in its infancy).
Regarding network topology, deploying pure point-to-point topology, i.e. one fibre pair per radio transmission site, would be costly in terms of civil engineering cost, and would lack of flexibility when adding or removing a transmission site. Indeed, it is worth allowing the possibility of aggregation points between the central office and the transmissions sites (Figure 1). However the aggregated rate should be compatible with fibre capacity.
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Figure 1: An example of aggregation topology with WDM.

Fibre range is typically between 60 and 100 km without repeaters. To be noted that 500 µs transmission delay (typical CPRI latency requirement) corresponds to 40 km of fibre.
Performances achieved by current state-of-the art optical systems are more in line with typical NR scenarios considering radio architecture split at the lowest level, but there are still some limitations in terms of channels, data rate and latency.
2.4. Base station functional split schemes
We have seen in Section 2.1that there were incentives to limit functionalities remaining at the antenna site, thus favouring for a split of access network at the lowest possible level. However this will be limited by the underlying available fronthaul infrastructure. Other split options, less data-rate demanding, have to be studied. 
Various functional splits can be envisaged as shown in Figure 2 (taken from RP-160043 [2]): L0 (Analog, Digitized Analog (CPRI), Digitized Analog over Packet (e.g. IEEE 1904.3)), L1, L2, or even L3. Depending on where the split is done, the transport layer could be based on bit-stream or packets. At each layer, multiple variations could be designed: for example a split at L2 can be specified with remote or centralised HARQ. 
.
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Figure 2: Functional split at different protocol layer.

Each option has its pros and cons and would be more adapted to a one deployment or another. It is about a trade-off between several factors like pooling capability, antenna site footprint, cooperation level, fronthaul transport requirement, etc...  No single solution will fit all needs; several functional splits shall be possible. 

2.5. Way forward
RAN3 has been task to study the feasibility of different split options. In order to assess and compare the solutions, requirements and metrics should be defined. We provide hereafter some thoughts on what they could be.
Possible requirements:
- Multiplexing: The solution shall support the multiplexing and the aggregation of different transmission sites
- Flexible routing: The solutions shall support a switching layer able to dynamically map BBUs and RRHs
- Support of remote site monitoring and control: The solution shall allow the report of remote site status (device temperature, fire alarms...) and its control (antenna attitude...)
Possible comparison metrics:

- Required bandwidth: Bandwidth required from the underlying transport network (bit/s)
- Latency constraint: Latency required from the underlying transport network (ms)
- Hostelling/pooling capability: Relative to the amount of functions that can be hosted and pooled at the central office (low/medium/high)
- Possible coordination level: Assess the level of coordination (CoMP schemes for example) the option is able to authorise
- Interface complexity: Complexity of the interface between the split elements (low/medium/high)
- Transport type supported: Packet and/or bitstream
3. Conclusion
Fronthauling will be a major architecture topic for future LTE evolutions and NR access network. There are incentives to limit the number of functions located at cell site, but point-to point link for each point of transmission is not a realistic deployment because of civil engineering cost and feasibility. Considering the performance targeted by the NR, several functional splits should be defined to adapt to different deployment scenarios and different underlying transport infrastructures.
Which could be the best solution set, and how many options would include the set to cover the different scenarios and fulfil operators' need has to be determined.
We have proposed in the contribution some requirements and possible comparison criteria in order to assess and compare different solutions.
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