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1.
Introduction
In last meeting, we have achieved some agreement [3] on local breakout to better fulfil the stringent latency requirements of V2x services. The corresponding open issues were also captured into the WF [2]. In this paper, the open issues will be further investigated. 
2.
Discussion
On local breakout, the following open issues were captured in [2]:

· Current SIPTO@LN does not support dedicated bearers: only a single (default) bearer is supported, mainly due to the fact that there is no interface between the GW and the PCRF. The QoS of such a bearer, therefore, needs to meet the V2X service requirements.
· For SIPTO@LN with standalone GW, IP data session continuity can only be maintained if both source eNB and target eNB belong to the same Local Home Network. If the UE has no other PDN connection and it moves out of the Local Home Network, the MME detaches the UE.
On the other hand, some other potential issues exist given as follows: 
·  How to transmit V2X message to neighbor eNBs
In this paper, the open issues will be investigated one by one in the following sections. 
2.1
Issue on QoS of SIPTO@LN to support V2X
Current SIPTO@LN does not support dedicated bearers: only a single (default) bearer is supported, mainly due to the fact that there is no interface between the GW and the PCRF. The QoS of such a bearer, therefore, needs to meet the V2X service requirements. 
Whether the current QCIs can fulfil the QoS requirement for V2X message transmission/reception for V2V/P Services needs to be investigated.
In terms of latency requirements as described in clause 5.2.1 of TS 22.185, LTE-Uu based V2X message transmission for V2V/P Services has to fulfil the following latency requirement:

· 100 ms for V2X message delivery from the transmitting UE and to the receiving UEs

On the other hand, the V2X message delivery is a combination of uplink transmission from the transmitting UE to the V2X Application Server and downlink transmission from the V2X Application Server to the receiving UEs.

	5.2
Specific Service Requirements   // TS 22.185
5.2.1
Latency/ Reliability Requirements
[R-5.2.1-001]
The E-UTRA(N) shall be capable of transferring messages between two UEs supporting V2V/P application, directly or via an RSU, with a maximum latency of 100ms.
[R-5.2.1-002]
For particular usage (i.e., pre-crash sensing) only, the E-UTRA(N) should be capable of transferring messages between two UEs supporting V2V application with a maximum latency of 20ms.

[R-5.2.1-003]
The E-UTRA(N) shall be capable of transferring messages between a UE supporting V2I application and an RSU with a maximum latency of 100ms.

[R-5.2.1-004]
The E-UTRAN shall be capable of transferring messages via 3GPP network entities between a UE and an application server both supporting V2N application with an end-to-end delay no longer than 1000 ms.

[R-5.2.1-005]
The E-UTRA(N) shall be able to support high reliability without requiring application-layer message retransmissions.


The default bearer providing the UE with IP connectivity throughout the lifetime of the PDN connection can be used to deliver the V2X messages generated periodically (e.g. CAM). When examining the existing standardized Non-GBR QCI values defined in TS 23.203, no Non-GBR QCI value meets the latency requirement for V2X message delivery for V2V/P Services. Which means PDB should be less than 50 ms (= 100 ms/2) but there is no Non-GBR QCI value which meets this delay budget.

Observation 1: There is no existing standardized Non-GBR QCI which meets the latency requirement for V2X message delivery for V2V/P Services under the assumption that the periodically generated V2X messages are delivered via the default bearer that should be Non-GBR.

To address QoS requirements for delivery of periodic V2X messages for V2V/P Services, we propose to define a new Non-GBR QCI value. The PDB of this new QCI value should be less than 50 ms while taking into account that some margin is needed for delay in V2X message transfer between the P-GW and the V2X Application Server because the PDB is an upper bound for the time that a packet may be delayed between the UE and the PCEF rather than between the UE and the Application Server.
Proposal 1: It is propose to define a new Non-GBR QCI value for periodic V2X messages for V2V/P Services whose PDB is less than 50 ms.

Regarding the Priority Level of the newly defined QCI value, the periodically generated V2X message is for road safety. The Priority Level is used to differentiate between SDF aggregates of the same UE, and also be used to differentiate between SDF aggregates from different UEs when the PDB cannot be met. Therefore, it seems reasonable to set the Priority Level of the new QCI value to higher value than or similar to QCI for Public Safety and lower value than QCIs for non-Public Safety by only considering QCIs for non-signalling.

Proposal 2: It is propose to set the Priority Level of the new QCI value for periodic V2X messages for V2V/P Services to higher value than QCI for Public Safety and lower value than QCIs for non-Public Safety by only considering QCIs for non-signalling.
There are event-triggered V2X messages (e.g. DENM) in addition to periodic V2X messages for V2V/P Services. The question is whether the new QCI value defined for periodic V2X messages can be used for event-triggered V2X messages or a new QCI value needs to be defined only for event-triggered V2X messages. Our observation is that no differentiation is necessary in bearer type (i.e. Non-GBR), PDB and PELR between for event-triggered V2X messages and for periodic V2X messages. However, the different Priority Level is needed for event-triggered V2X messages because event-triggered V2X messages are more considerable than periodic V2X messages. Therefore, we propose to define a new QCI value for event-triggered V2X messages whose Priority Level is lower than QCI for periodic V2X messages.

Observation 2: No differentiation is necessary in bearer type (i.e. Non-GBR), PDB and PELR between for event-triggered V2X messages and for periodic V2X messages, but the different Priority Level is needed for event-triggered V2X messages because event-triggered V2X messages are more considerable than periodic V2X messages.
Proposal 3: It is propose to define a new Non-GBR QCI value for event-triggered V2X messages for V2V/P Services whose PDB and PELR are set to same to QCI for periodic V2X messages while Priority Level value is lower than QCI for periodic V2X messages.

2.2
Issues on Service Continuity
For the localized networks, we can divided the service continuity issues into two parts. 

From the V-UE transmitting point of view, i.e., the uplink case, the issue exists for both standalone based use case and collocated use case: 

· Standalone case: service continuity issue in the coverage edge area of a standalone GW

· Collocated case: service continuity issue between the collocated GWs

For the uplink case, with the current mechanism the PDN connection should be deactivated before the handover is triggered. In the target side, it is activated again. 
From the V-UE receiving point of view, the issue also exists for the localized MBMS scheme: 

· MBMS: service continuity between the localized MBMS networks
For solving the problem above, several solutions can be considered: 
a)
V2X Application Servers connect to each other for V2X message exchange.

b)
BM-SC connects MBMS-GWs in neighbouring LNs

Proposal 4: It is proposed to investigate the following solutions for solving the service continuity problem for localized MBMS scheme: 
a)
V2X Application Servers connect to each other for V2X message exchange.

b)
BM-SC connects MBMS-GWs in neighbouring LNs
2.3
Issue on how to transmit the received V2X message to neighbor eNBs
In last meeting, we have agreed three use cases for local breakout given as follows: 
1. V2X server, connected through SIPTO@LN with stand-alone GW

2. V2X server, connected through SIPTO@LN with co-located L-GW

3. V2X server co-located in the eNB 
For use case 2, use case 3 and the coverage edge of use case 1, one problem exists on how to transmit the received V2X message to its neighbor eNBs in case that the V2X message should be propagated to neighbor area. 

Fig.2 shows an example. Basically there is no problem that the V2X message is transmitted to the L-GW and then the V2X Application Server within the same eNB. The local server can decide and then transmit to the V-UEs belonging to the same eNB. However, if the received V2X AS inside of eNB1 interprets the message and thinks that it should be passed to the neighbor eNBs, the issues exist since there are no connections between them. 
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Fig.2 SIPTO@LN with co-located L-GW (two). 
Observation 1: For use case 2, use case 3 and the coverage edge of use case 1, one problem exists on how to transmit the received V2X message to its neighbour eNBs in case that the V2X message should be propagated to neighbour area.
Proposal 5.) It is proposed to capture the issue given as below into TR and find the solutions.  

· Issue for use case 2, use case 3 and the coverage edge of use case 1: how to transmit the received V2X message to its neighbour eNBs in case that the V2X message should be propagated to neighbour area. 
3. Conclusions
This paper investigated the issues on local breakout for V2X. The following proposals are suggested to RAN3: 
Proposal 1): It is propose to define a new Non-GBR QCI value for periodic V2X messages for V2V/P Services whose PDB is less than 50 ms.

Proposal 2): It is propose to set the Priority Level of the new QCI value for periodic V2X messages for V2V/P Services to higher value than QCI for Public Safety and lower value than QCIs for non-Public Safety by only considering QCIs for non-signalling.
Proposal 3): It is propose to define a new Non-GBR QCI value for event-triggered V2X messages for V2V/P Services whose PDB and PELR are set to same to QCI for periodic V2X messages while Priority Level value is lower than QCI for periodic V2X messages.
Proposal 4): It is proposed to investigate the following solutions for solving the service continuity problem for localized MBMS scheme: 

a)
V2X Application Servers connect to each other for V2X message exchange.

b)
BM-SC connects MBMS-GWs in neighbouring LNs
Proposal 5) It is proposed to capture the issue given as below into TR and find the solutions.  

· Issue for use case 2, use case 3 and the coverage edge of use case 1: how to transmit the received V2X message to its neighbour eNBs in case that the V2X message should be propagated to neighbour area. 
Proposal 6) It is proposed to capture the TP into TR in the Annex section.
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----------------Start of the Change---------------
X
Architecture and high level procedures for V2X
X.x
Local Breakout for V2X
An RSU may terminate the V2X packets, or forward the V2X packets to other entities. This is done in the V2X application layer of the RSU. The handling of V2X packet is transparent to the eNB. It is also transparent to the eNB regarding whether the RSU has a local V2X server.

If the P-GW is close to the eNB, the backhaul delay can be significantly reduced; local breakout seems beneficial in order to better fulfill the stringent latency requirements of V2X services. This enables a more local termination of V2X traffic instead of traversing the EPC.

The above may also provide additional flexibility for the location of the local E-UTRAN V2X server: i.e. behind a L-GW (stand-alone or co-located with the eNB), or in the eNB itself. In fact, if SIPTO@LN is assumed to be deployed, it may be fully possible to leave this to the specific deployment. We could see the following use cases:

1. V2X server, connected through SIPTO@LN with stand-alone GW – Such a V2X server could e.g. process data from an array of local sensors / cameras, to distribute to all locally connected vehicle UEs. Connectivity would be provided to all local eNBs identified by the same LHN ID. By appropriately planning the LHN IDs with the V2X service areas, V2X services can be provided to the appropriate location in the most optimal way. Thanks to the characteristics of SIPTO@LN with stand-alone GW, the connection to the server would always be maintained at vehicle UE mobility within the LHN.

2. V2X server, connected through SIPTO@LN with co-located L-GW – Same as above, but the connection is routed through a L-GW co-located in each eNB. In this case, however, the connection of the vehicle UE to the server is taken down before mobility and set up again through the L-GW in the target eNB after handover has completed.

3. V2X server co-located in the eNB– In this case all required functionality is implemented in the eNB. An example of this could be e.g. a physical road-side box containing the sensors (i.e. terminating all traffic locally) and the RSU, which also handles the relevant connection to the vehicle UEs. This can be seen as “collapsing” all the above logical nodes into one physical node, even together with the V2X server.

When using SIPTO@LN with stand-alone GW, the interface between the stand-alone GW and the V2X Server is based on SGi. When using SIPTO@LN with co-located L-GW, the interface between the co-located L-GW and the V2X Server may be an internal interface.
Given that V2X functionality provides road safety services to moving vehicle UEs, option 1 (SIPTO@LN with stand-alone GW) seems to be more appropriate with respect to the other options, since it is the only one that maintains the data connection through handovers.

Some further observations can be made. 

· Current SIPTO@LN does not support dedicated bearers: only a single (default) bearer is supported, mainly due to the fact that there is no interface between the GW and the PCRF. The QoS of such a bearer, therefore, needs to meet the V2X service requirements.
Note. Two new QCIs for V2X, one for CAM and one for DENM, can be newly defined in order to satisfy the latency requirement. 
· For SIPTO@LN with standalone GW, IP data session continuity can only be maintained if both source eNB and target eNB belong to the same Local Home Network. If the UE has no other PDN connection and it moves out of the Local Home Network, the MME detaches the UE.

X.y.y.1 V2X message propagation to neighbor eNBs
Problem description

For use case 2, use case 3 and the coverage edge of use case 1, one problem exists on how to transmit the received V2X message to its neighbor eNBs in case that the V2X message is necessary be propagated to neighbor area. In this way the neighbor network node can also transmit it to the vehicles under its control.
X.y
MBMS for V2X
X.y.x
Support of small and variable areas in V2X
In V2V/V2I/V2P service, in most use cases, the V2X message may be broadcast in a small range of areas. Such areas may change due to the movement of the vehicle UE. For example, a vehicle UE may periodically broadcast a message (CAM) including the vehicle dynamic status information (e.g. location, speed and direction information) to its surrounding vehicles while moving, to assist safety operations. It is expected that the surrounding vehicles within 300-500 meters range from the vehicle UE should be able to receive the V2X message. The small and variable areas in V2X could be managed via MBSFN and/or SC-PTM.
X.y.y
Localized MBMS
In current MBMS system, the BM-SC, MBMS-GW and MME are located in the Core Network. The backhaul delay between the BM-SC and the eNB is non-negligible when calculating the end-to-end delay, especially when MBMS is used to delivery downlink V2X packets in the V2X system. To minimize the latency, it is necessary to consider the option to move the MBMS CN functions (e.g. BM-SC, MBMS-GW) close to the eNB, or even collocated in the eNB.
X.y.y.1 Service continuity
Problem description

In localized MBMS system, the vehicles would move across multiple local networks. In this situation, the service continuity is a problem to solve for guaranteeing the vehicles to receive the V2X service continuously across the local networks.
Solutions
For solving the problem, several solutions can be considered:

a)
V2X Application Servers connect to each other for V2X message exchange.

b)
BM-SC connects MBMS-GWs in neighbouring LNs

----------------End of the Change---------------
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