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1.
Introduction
In last meeting and the following email discussion, MBMS/SC-PTM was one of the main issues to solve for this SI. In this paper, it is to be investigated again based on the achievement of RAN2 email discussion and the agreement made by SA2. 
2.
Discussion

On MBMS/SC-PTM, we have achieved the following WF [1] based on the email discussion:

· For V2N service, it seems that the majority agrees that the existing MBMS/SC-PTM architecture can be reused considering the 500ms latency requirement. 

· RAN3 can check the potential enhancement on procedures to support V2N service after SA2 makes the final decision on architecture.
·  For V2V/V2I/V2P services, it seems that the majority thinks that we should wait for RAN2 decision on latency evaluation for scenario 2 and 3. RAN3 will monitor the RAN2 conclusions; if the requirements cannot be satisfied for Scenario 2/3, potential enhancements may need to be studied.
In this paper, the V2V/V2I/V2P cases will be focused on based on the achievement of RAN2 email discussion and the agreement of SA2 meeting. Then the potential solutions for enhancement will be discussed: 
2.1
What are the issues that require the architecture enhancement of MBMS/SC-PTM for V2X? 
In the following section, it is investigated based on the achievement of RAN2 email discussion [5]. The following observations were made for the latency evaluation in RAN2: 
· Observation 2: When a source UE transmits a V2X message via a unicast bearer in uplink and all destination UEs receive it via MBSFN in downlink in Scenario 2, V2V latency requirement (i.e. 100 ms) can be met in the following sets of conditions:
·  Condition set 3:

· if the UE transmitting a V2X message is in RRC_CONNECTED; and

· if the following scheduling for uplink transmission of the V2X message is used:

· if the SR period is set to 1 or 10ms in case dynamic scheduling is applied to uplink transmission of the V2X message regardless of whether or not to use BSR; or

· if the SPS period is set to 10ms in case semi-persistent scheduling is applied to uplink transmission of the V2X message.
· Observation 3: When a source UE transmits a V2X message via a unicast bearer in uplink and all destination UEs receive it via SC-PTM in downlink in Scenario 2, V2V latency requirement (i.e. 100 ms) can be met in the following sets of conditions:
·  Condition set 5:

· if the UE transmitting a V2X message is in RRC_CONNECTED; and
· if the following scheduling for uplink transmission of the V2X message is used:
· if the SR period is set to 1 or 10ms in case dynamic scheduling is applied to uplink transmission of the V2X message; or
· if the SPS period is set to 40ms or less in case semi-persistent scheduling is applied to uplink transmission of the V2X message.
· Observation 4:V2V latency requirement (i.e. 100 ms) cannot be met in Scenario 3 without enhancement for unicast, SC-PTM and MBSFN.
Therefore, it can be seen clearly that scenario 2 can satisfy the requirement with many conditions. There exist other many cases that the requirement cannot be satisfied.  For example, the following cases are given: 
· For urban case with 15 Km in Scenario 2, UL transport of V2X message via SPS cannot meet V2V requirement:

· due to overhead if SPS period is short e.g. 10 ms; and

· due to latency if SPS period is long e.g. 100 ms.
Also the following conditions were assumed for RAN2 evaluation. 

· Connection establishment failure is not considered, i.e. additional latency due to connection establishment failure is not considered 
· Mobility is not considered, i.e. additional latency due to mobility is not considered.
· Channel capacity is not considered, i.e. additional latency due to capacity shortage is not considered

Observation 1): With the existing MBMS/SC-PTM, the latency requirement can be satisfied only for some cases and many conditions are assumed for the scenario 2 of V2V. There exist many cases for which the latency requirement cannot be satisfied in scenario 2. 
Observation 2): With the existing MBMS/SC-PTM, the latency requirement cannot be satisfied for scenario 3 of V2V. 
On the other hand, the backhaul delay (15ms + 5ms = 20ms) for MBMS/SC-PTM assumed by RAN2 evaluation is really too ideal case, which is given as follows:  
· Backhaul delay-sub_a for MBMS/SCPTM (15ms): eNB->SGW/PGW->ITS AS->BM-SC
· backhaul delay sub_b for MBMS/SCPTM (5ms): BMSC->eNB  (including processing delays at BM-SC)
During the email discussion, for the parameters above there exist many companies which proposed other options like 30ms or even longer. In addition, if we refer to the TR 36. 932 [3], the following table should be considered, which are the inputs from operators: 
Table 1: Categorization of non-ideal backhaul

	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1


Table 2: Categorization of ideal backhaul

	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 4 (NOTE 1)
	less than 2.5 us (NOTE2)
	Up to 10Gbps
	1


It can be seen that the assumption of 5ms for each network interface and processing delay is too ideal to realize. 
Observation 3): the backhaul delay (15ms + 5ms = 20ms) for MBMS/SC-PTM assumed by RAN2 evaluation is too ideal to realize. 
Based on the observations above, the following view is proposed: 
Proposal 1): It is proposed to solve the latency problem for scenario 2 and scenario 3.
2.2
Potential architectures and issues for MBMS/SC-PTM
In the following section, the potential architectures and issues will be investigated to support the latency reduction based on SIPTO and MBMS/SC-PTM.  
In last meeting, we have proposed three candidates to realize the objective. In addition, in last SA2 meeting similar proposals [6] were agreed for the TR. For convenience, they are listed as follows: 
· Architecture 1 (Fig. 1): Standalone SIPTO based architecture for localized routing of V2X messages for V2V/P Services via LTE-Uu.
· Architecture 2 (Fig. 2): Collocated SIPTO based architecture for localized routing of V2X messages for V2V/P Services via LTE-Uu.
· Architecture 3 (Fig. 3): Totally localized architecture for localized routing of V2X messages for V2V/P Services via LTE-Uu.
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Fig. 1. Standalone SIPTO based architecture for localized routing of V2X messages for V2V/P Services via LTE-Uu.
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Fig. 2. Collocated SIPTO based architecture for localized routing of V2X messages for V2V/P Services via LTE-Uu.
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Fig. 3. Totally localized architecture for localized routing of V2X messages for V2V/P Services via LTE-Uu.
Fig. 1 shows the architecture based on standalone SIPTO and MBMS/SC-PTM, which was agreed in [6] and to be captured in the TR of SA2. However, SIPTO@LN with L-GW function collocated with the eNB is not precluded, which is shown in Fig. 2. On the other hand, a totally localized architecture is also shown in Fig. 3. 
Proposal 2): It is proposed to consider the localized architectures listed above for localized routing of V2X messages for V2V/P Services via LTE-Uu.
SA2 also mentioned that the local MBMS architecture needs further study in the future meetings.  For example, the following issues were agreed and captured in [4][6] for further study. 
· Issue1: whether localising certain functional entities of the eMBMS architecture could help reducing the latency?

· Issue 2: whether both the control plane and user plane of BM-SC/MBMS-GW need to be localized, or only user plane needs to be localized?

· Issue 3: how to establish the eMBMS session in localized eMBMS architecture?

· Issue 4: how to inform the UE of eMBMS service description information (e.g. TMGI, radio frequencies and MBMS SAIs)?

· Issue 5: how to support service continuity between the local networks? 
RAN3 can also check them first since many of them are related to us. 

For the first issue, the answer should be yes if the V2X application server and the MBMS nodes are deployed locally. That is motivated by the reason that most of the V2X messages are locally relevant. With the analysis of latency for V2X in the first section, it can be seen that the estimated 20ms latency or even more can be reduced. 
For issue #2, it is for sure that the user plane should be localized based on the analysis of latency for V2X in the first section since it is almost caused by user plane (eNB->SGW/PGW->ITS AS->BM-SC  + BMSC->eNB). For the control plane, it should be investigated. For example, whether to localize the MCE and MME is needed or not because they are related to the session setup. After the setup procedure, the data transmission almost depends on the user plane. 
For issue 3 and 4 should be decided by SA2 first. 
For issue 5, the service continuity is also an issue related to RAN3, which is very similar to that of SC-PTM when we did in Rel-13. 

In addition, RAN3 can also consider some issues given as follows: 

· Issue 6: how to enhance the resource allocation scheme for MBMS? 
· Issue 7: how to setup the bearer for V2V/P with the collocated or standalone SIPTO based architecture? 
For issue 6, the reason is that MCE controls the radio resources for MBMS currently. However, the amount of traffics of V2X messages could be changing dynamically. If there are a big number of messages to be transmitted in the downlink, MCE needs to take it into account to assign the corresponding radio resources. Based on the current mechanism, it is not easy to do that. 
Issue 7 is the generic topic that RAN3 in charge. For supporting V2V/P, we need to check it on how to setup the bearer for V2V/P with the collocated or standalone SIPTO based architecture.  
Proposal 3): It is proposed to study the issues related to RAN3 listed in order to support localized routing of V2X messages for V2V/P Services via LTE-Uu.
· Issue1: whether localising certain functional entities of the eMBMS architecture could help reducing the latency?

· Issue 2: whether both the control plane and user plane of BM-SC/MBMS-GW need to be localized, or only user plane needs to be localized?

· Issue 3: how to establish the eMBMS session in localized eMBMS architecture?

· Issue 4: how to inform the UE of eMBMS service description information (e.g. TMGI, radio frequencies and MBMS SAIs)?
· Issue 5: how to support service continuity between the local networks?
· Issue 6: how to enhance the resource allocation scheme for MBMS? 
· Issue 7: how to setup the bearer for V2V/P with the collocated or standalone SIPTO based architecture? 
3. Conclusions
This paper investigated the MBMS/SC-PTM issues for V2X. The following proposals are suggested to RAN3: 
Proposal 1): It is proposed to solve the latency problem for scenario 2 and scenario 3.
Proposal 2): It is proposed to consider the localized architectures listed above for localized routing of V2X messages for V2V/P Services via LTE-Uu.
Proposal 3): It is proposed to study the issues related to RAN3 listed in order to support localized routing of V2X messages for V2V/P Services via LTE-Uu.

· Issue1: whether localising certain functional entities of the eMBMS architecture could help reducing the latency?

· Issue 2: whether both the control plane and user plane of BM-SC/MBMS-GW need to be localized, or only user plane needs to be localized?

· Issue 3: how to establish the eMBMS session in localized eMBMS architecture?

· Issue 4: how to inform the UE of eMBMS service description information (e.g. TMGI, radio frequencies and MBMS SAIs)?
· Issue 5: how to support service continuity between the local networks?
· Issue 6: how to enhance the resource allocation scheme for MBMS? 
· Issue 7: how to setup the bearer for V2V/P with the collocated or standalone SIPTO based architecture? 
4. References
[1] RP-151109, “SID for Feasibility Study on LTE-based V2X Services”, LG Electronics, CATT, Vodafone and Huawei
[2] R3-152848, “Way forward for “Feasibility Study on LTE-based V2X Services” in RAN3”, LGE 
[3] “Scenarios and requirements for small cell enhancements for E-UTRA and E-UTRAN” TR 36.932 V13.0.0
[4] S2-160513, “Key issue on Latency improvements for eMBMS”, Huawei, Hisilicon, LGE, ZTE
[5] R2-161116, “Email discussion - [92#37][LTE/V2X] Latency analysis TP”, LGE

[6] S2-160536, “Solution for Key Issue#2 (via eNB-type RSU)”, LGE
1
6

UE B
(Vehicle)
UE A
(Vehicle)
V2X Application Server
V2X Application
V2X Application
L-GW
S-GW
LTE-Uu
SGi
LTE-Uu
eNB
MME
BM-SC
MBMS-GW
S1-MME
MB2
S1-U
S11
SGmb/SGi-mb
Sm
M1



UE B
(Vehicle)
UE A
(Vehicle)
V2X Application Server
V2X Application
V2X Application
S-GW
LTE-Uu
SGi
LTE-Uu
eNB
MME
BM-SC
MBMS-GW
S1-MME
MB2
S1-U
S11
SGmb/SGi-mb
Sm
M1
L-GW
S5




S-GW
eNB
MME
BM-SC
SGi
S5
S1-U
Uu
M1
MB2
P-GW
MCE
MBMS GW
M2
M3
One node
V2X Application Server
UE A
(Vehicle)
V2X Application
UE B
(Vehicle)
V2X Application
Uu



