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1 Introduction

RAN3 has briefly discussed the topic of Vehicle-to-Vehicle/Pedestrian/Infrastructure/Network (V2x) at the last meeting [1]. Among the V2x issues of concern to RAN3, perhaps one of the most important ones is the architecture impact (if any) of the RoadSide Unit (RSU). An RSU “is a transportation infrastructure entity (e.g. an entity transmitting speed notifications)” [2], involved in Vehicle-to-Infrastructure/Network (V2I/N), which may be implemented in an eNB or in a stationary UE.
RAN3 together with other WGs is called to identify and evaluate enhancements required to support an eNB-type and a UE-type RSU.[2] In this paper we will make some initial considerations and list some pros/cons for both RSU architecture options.
2 Discussion
A general description was already discussed in RAN3 [3], and some scenarios were presented. The ones pertinent to the RSU involve delivering V2x messages between a vehicle and a RSU or between a vehicle and the network. The messages to be delivered (e.g. collision warnings, accident warnings, pedestrians detected...) may be terminated in one or more traffic safety servers toward which the RSU has packet data connectivity. This is shown in Figure 1 below [3].
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Figure 1 V2x road safety service via infrastructure – an example of V2I/N service [3].

In Figure 1, a traffic safety server receives data from a number of roadside sensors and/or cameras and exchanges messages with a number of vehicles through 3 RSUs with which it has packet connectivity.

2.1 The Role of MBMS

It has been mentioned that current MBMS transmission may be beneficial for communication between the RSUs and the vehicles. In fact, multicast/broadcast functionality seems essential to ensure scalability of V2x services even for high numbers of vehicles and/or in traffic congestion situations (those which are more likely to benefit from V2x services).
Observation 1: MBMS seem like essential functionality for the RSU.

We also notice that typically the traffic safety server would not be managed by the cellular operator: they will likely be managed by e.g. the national road authority or some other entity which only uses the operator’s network as transport. 

Observation 2: The traffic safety server is typically not managed by the cellular operator, but by a third party (e.g. the national road authority).
In order to be relevant and timely, warning messages need to be delivered to well-defined areas and with strict latency requirements. Therefore, according to the above, any latency requirements on road safety service messages translate to requirements on the operator’s transport network.

Observation 3: Any latency requirements on road safety service messages translate to requirements on the operator’s transport network.
2.2 Local Breakout in the RSU
Depending on network deployment, it might be necessary to have a more local termination of messages (e.g. instead of a centralized traffic safety server) toward the vehicles. This seems to require a local breakout function in the RSU. This might also be useful in case it is desired for the RSU to have UP packet connectivity to e.g. local road sensors or cameras.
Observation 4: A local breakout function in the RSU seems desirable in case a more local termination of road safety messages is desired.

2.3 UE-Type vs. eNB-Type RSU
It seems from the above that the RSU should support at least MBMS and local breakout. We will try now to discuss how such functionality might be supported in the two possible RSU types.

2.3.1 UE-Type RSU
According to current RAN agreements, RAN2 will not study solutions for UE-to-UE relaying based on a new architecture for UE-type RSU [2]. One possible model for a UE-type RSU could be based on a UE-to-Network D2D relay as defined in [6]. Such a UE-type RSU could connect to an eNB (Uu interface) and to a number D2D-capable UEs mounted on vehicles (several PC5 interfaces). There could be other possibilities for a UE-type RSU, but discussing them is out of RAN3 scope. Figure 3 below shows a possible architecture.
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Figure 3 A possible architecture model for a UE-type RSU (highlighted in red) running PC5 toward vehicles.

Observation 5: One possible UE-type RSU could connect to the E-UTRAN with a Uu interface and to the vehicles with a PC5 interface.
With respect to MBMS, the eNB to which the UE-type RSU connects would need to provide e.g. the appropriate MBMS TMGI(s), to which the UE-type RSU would need to subscribe. It then would need to relay the information received from the appropriate MBSFN subframes toward the vehicles, like in UE-to-Network Relay functionality. While some related functionality is described in [6], it needs to be specified in detail in order to achieve full interoperability. 

Observation 6: A UE-type RSU would need to relay appropriate MBMS data toward vehicles.
It seems possible to forward the appropriate multicast data toward any PC5-connected vehicles “over-the-top”, i.e. using the application layer. This might have a lower specification impact.

Observation 7: It seems possible to forward multicast data toward PC5-connected vehicles using the application layer; this might have a lower specification impact.
With respect to local breakout, the UE-type RSU would probably need to implement it over the application layer; specifying such functionality seems problematic.
Observation 8: Local breakout would most likely be implemented over the application layer in a UE-type RSU.

2.3.2 eNB-Type RSU

In this case, the eNB-type RSU would be connected to each vehicle with a single Uu interface, and to the rest of the network with S1 and possibly X2 interfaces. MBMS support would be possible using current functionality. Similarly, local breakout could be supported using current SIPTO@LN functionality (it is worth noting that SIPTO@LN with stand-alone GW seems particularly appropriate for the scenario in Figure 1).
Observation 9: An eNB-type RSU would connect to vehicles using several Uu interfaces, and to the rest of the network with S1 and possibly X2 interfaces.
Observation 10: It would be possible to support multicast/broadcast and local breakout in an eNB-type RSU by reusing currently available MBMS and SIPTO@LN functionality.

2.4 Latency and Scalability

Scenarios of extreme traffic congestion (up to the commuter’s nightmare “bumper-to-bumper” scenario) are characterized by an extremely high number of vehicles concentrated in a very restricted area. For this reason, the two RSU options need to be considered also in light of their latency and scalability characteristics for growing numbers of vehicles. In principle, it seems that an eNB-type RSU might scale better than a UE-type RSU for a given latency requirement as the number of vehicles grow. In order to confirm the above, however, a comparison of the Uu vs. PC5 interfaces for such use case might be needed. We note, however, that this work is out of RAN3 scope.

Observation 11: In principle, it seems that an eNB-type RSU might scale better than a UE-type RSU for a given latency requirement; however, a comparison of the Uu vs. PC5 interface might be needed to confirm the above. Such work is out of RAN3 scope.

2.5 Inter-PLMN Scenarios

Given the critical nature of road safety services, it seems critical that such services should be available regardless of whether the vehicle UEs belong to the same operator as the RSU. This will also be considered when comparing the two RSU options. For the UE-type RSU, this means that it should be possible to set up PC5 to any D2D UE regardless of roaming agreements and/or D2D authorization; for the eNB-type RSU, this means that it should be possible for any UE to connect to it (the RSU could broadcast e.g. all possible PLMN IDs present in a certain country – currently up to 6 are possible – or a special PLMN ID that any UE would recognize as valid). In case of eNB-type RSU, furthermore, current inter-PLMN mobility procedures could be used when handing over vehicle UEs belonging to different operators between RSUs.
Observation 12: Road safety services should be available regardless of whether the vehicle UEs belong to the same operator as the RSU; for UE-type RSU, it should be possible to set up PC5 to any D2D UE regardless of roaming agreement and/or D2D authorization; for eNB-type RSU, it should be possible for any UE to connect to it.
In case of MVNOs, the assumption that all UEs can access an eNB-type RSU regardless of their roaming agreement might need to be further verified. In case e.g. an MVNO wants to be able to provide V2x services to its UEs but its partner operator (i.e. the one that provides the physical network) does not, the MVNO customers would be effectively cut out from V2x. How to define V2x service levels with respect to this type of agreements, however, seems more in the scope of SA1 (and possibly SA2) than RAN3.

Observation 13: The definition of V2x service levels with respect to inter-PLMN and MVNO scenarios seems more in the scope of SA1 (and possibly SA2) than RAN3.
2.6 Mobility of Vehicle UEs
For an eNB-type RSU, mobility of the vehicle UEs would be handled using all current mobility functionality (including inter-PLMN mobility, as mentioned in the previous section). It might be necessary for a UE-type RSU to implement additional functionality for PC5 mobility; incidentally, service continuity (which seems to be critical for V2x services) is currently not supported over PC5. 

Observation 14: UE mobility would be handled according using current LTE functionality in case of eNB-type RSU; for a UE-type RSU, on the other hand, it might be necessary to implement additional functionality for PC5 mobility.
In conclusion, we would like to summarize the above in Table 1 below.

	
	UE-type RSU
	eNB-type RSU

	Interface to E-UTRAN
	Uu
	S1, X2

	Interface to vehicles
	PC5

RSU = D2D UE-to-Network relay

Vehicles = D2D UEs
	Uu

RSU = eNB

Vehicles = UEs

	MBMS support
	Described in [6]; needs to be fully specified
	Available

	Local breakout
	Over the application layer; specification possibly challenging
	Available (SIPTO@LN)

	Scalability for high numbers of vehicles
	To be evaluated but seems more challenging
	Possibly better (eNB architecture)

	Inter-PLMN scenarios
	Setting up PC5 to any D2D UE needs to be allowed regardless of PLMN ID and/or D2D authorization
	Any UE needs to be able to connect to the RSU; inter-PLMN mobility would be performed when handing over vehicles of different PLMNs between RSUs

	Mobility of vehicle UEs
	Additional functionality for PC5 mobility might be needed; no service continuity currently specified
	Current LTE functionality


Table 1 Comparison summary between UE-type and eNB-type RSU.

Proposal 1: RAN3 should capture the discussion and the comparison table above.
3 Conclusions and Proposal
We have started to analyze the role of the RSU with respect to the E-UTRAN architecture, comparing the eNB-type and the UE-type options and providing a comparison table. Our observations and proposal are summarized below.
Observation 1: MBMS seem like essential functionality for the RSU.

Observation 2: The traffic safety server is typically not managed by the cellular operator, but by a third party (e.g. the national road authority); this makes it equivalent to the GCS AS in the GCSE architecture.
Observation 3: Any latency requirements on road safety service messages translate to requirements on the operator’s transport network.
Observation 4: A local breakout function in the RSU seems desirable in case a more local termination of road safety messages is desired.

Observation 5: One possible UE-type RSU could connect to the E-UTRAN with a Uu interface and to the vehicles with a PC5 interface.
Observation 6: A UE-type RSU would need to relay appropriate MBMS data toward vehicles; the standards impact of such functionality seems to be high.

Observation 7: It seems possible to relay multicast data toward PC5-connected vehicles using the application layer; this might have a lower specification impact.

Observation 8: Local breakout would most likely be implemented over the application layer in a UE-type RSU; specifying such functionality seems problematic.

Observation 9: An eNB-type RSU would connect to vehicles using several Uu interfaces, and to the rest of the network with S1 and possibly X2 interfaces.
Observation 10: It would be possible to support multicast/broadcast and local breakout in an eNB-type RSU by reusing currently available MBMS and SIPTO@LN functionality.

Observation 11: In principle, it seems that an eNB-type RSU might scale better than a UE-type RSU for a given latency requirement; however, a comparison of the Uu vs. PC5 interface might be needed to confirm the above. Such work is out of RAN3 scope.

Observation 12: Road safety services should be available regardless of whether the vehicle UEs belong to the same operator as the RSU; for UE-type RSU, it should be possible to set up PC5 to any D2D UE regardless of roaming agreement and/or D2D authorization; for eNB-type RSU, it should be possible for any UE to at least receive data from it.

Observation 13: The definition of V2x service levels with respect to inter-PLMN and MVNO scenarios seems more in the scope of SA1 (and possibly SA2) than RAN3.

Observation 14: UE mobility would be handled according using current LTE functionality in case of eNB-type RSU; for a UE-type RSU, on the other hand, it might be necessary to implement additional functionality for PC5 mobility.
Proposal 1: RAN3 should capture the discussion and the comparison table above.
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