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1. Introduction
The encapsulation overhead for VoLTE payloads in EPC networks is unreasonably large. A high amount of small packets leads to scalability issues in various network devices. Annex C "Link MTU consideration" in 3GPP TS 23.060 describes various encapsulation overheads for user plane datagrams, which could be 44 - 142 octets long. The overhead becomes larger than the actual datagram for a VoLTE payload, which typically is about 40-50 octets long. Similarly, TCP ACKs, which are carried by G-PDUs also have rather small payloads whose encapsulation overhead is nearly the same size as the actual datagram. 
Industry studies show that packet sizes under 255 octets make up around 45% of the traffic (see e.g. https://ams-ix.net/technical/statistics/sflow-stats/frame-size-distribution). It is also believed that online games will on average utilize packet size under 100 octets, while video streaming and machine-to-machine communications will use less than 400 octets long packet (see e.g. http://www.mavenir.com/files/doc_downloads/Stoke_Documents/Will_Small_Packet_Degrade_your_Network_Performance.pdf).
Capacity of the conventional routers and GTP-U entities in EPC networks is basically limited by two main factors: packets per second (pps) processing power and bandwidth (bps) capability.

To solve this problem it is proposed to be able to carry multiple G-PDUs (T-PDUs+headers), i.e. multiple G-PDUs from different UEs to the same destination (e.g. from an SGW to the same eNB) within a single UDP datagram. This will reduce the overall user plane bandwidth and most importantly, it will reduce the packet rate, and thus, the total resources necessary to process these packets within the EPC network (this applies to both GTP-U entities and to the routers in the EPC network). Potential jitter due to multiplexing should be minimized by making the packet collection time interval sufficiently small. 

Note that this solution, as a by-product, also lowers the burden on the conventional routers and any other 'middle' nodes like IPSec GWs and firewalls in the network without any additional efforts or costs.
The solution certainly permits multiplexing multiple G-PDUs from the same UE to the same destination, but in that case a certain level of jitter is unavoidable.
S1-U interface may benefit the most from this feature, but the feature may also be used across any other GTP-U interface. Therefore, an operator may enable or disable the feature independently on S1-U, S5/S8-U, S2a/S2b-U interfaces, while GTP entities can negotiate the feature activation/deactivation.
In a GTP-U entity, it is an implementation issue to determine which packets the feature is applied to.
Sections 1, 2 and 3 of [5] provide details on the necessary changes in the GTPv2-C and GTPv1-U specifications.

NOTE:
The discussion paper [5] focuses on E-UTRAN. Nevertheless, similar considerations apply to the UTRAN and GPRS CN elements terminating the GTP-U protocol over the Iu PS User Plane interface (i.e., to RNC and SGSN).
2. Impacts on MME-eNB and SGSN-RNC signalling

During the feature upgrade period, PLMNs will have some GTP entities that support the feature and other GTP entities that do not. In order to solve interworking problems in such networks, it is proposed to add new information to the control plane procedures that are used for user plane bearer setup. The new IEs will indicate if the feature is supported or not supported to the GTP-U peer. The MME-S-GW and SGSN-S-GW signalling details are presented in [5] and the necessary changes are captured in [1, 2].  Such an indication determines the whole node capability at the given moment in time. For the concerned interfaces, a node capability can be communicated only with GTPv2 and only between direct GTPv2 peers (MME/SGSN and SGW, SGW and PGW). So, in order to make the solution generic, the feature support indication needs to be sent during each PDN connection setup. This will make the indication redundant in many cases, because e.g. if eNB/RNC and SGW have already indicated the feature support to each other, there is no need to repeat this with every PDN setup. On the other hand, redundancy will ensure that a change in capability is detected dynamically. For instance, if eNB/RNC is upgraded to support the feature, MME/SGSN will inform all concerned SGWs about this with regular signalling.

Some changes are necessary in the MME-eNB and in the SGSN-RNC signalling. In particular, during the feature upgrade period, it will be necessary that the eNB/RNC indicates to the CN that it supports the GPDU multiplexing feature. This can be done at (E-)RAB establishment/modification.

In this way, the S-GW would be notified of the RAN node capability and can trigger the multiplexing of GPDUs within UDP datagrams. The S1AP procedures that need to be updated are:
· E-RAB Setup,

· E-RAB Modify,

· Initial Context Setup,

· Handover Resource Allocation, 
while the RANAP’s ones are:

· RAB Assignment,

· Relocation Resource Allocation.

3.Conclusions and proposal
Following the discussion and agreement in CT4, we propose to discuss and agree the CRs vs. TS 36.413 and TS 25.413 captured in [3, 4]. If an agreement is reached, we proposed to inform CT4 of the related updates in our specifications.
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