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1
Introduction
The X2 Removal procedure was added to TS 36.423 in Release 12, to address a requirement from operators that “X2 interfaces shall not be removed without consent of both peer eNBs” [1].
Now in Release 13, three additional scenarios for X2 Removal are being discussed based on [2]:

1)
“Temporary X2 removal”

2)
“Cannot remove X2 now, please try later”

3)
“Do not attempt X2 setup again”

In this paper, we analyze these additional scenarios and provide our views.
2
Discussion
2.1
Background
In this section, we review the existing mechanisms for removing an X2 link, either by mutual consent or by force.

The X2 Removal procedure was added in Release 12 as a class 1 procedure to enable removal of an X2 link by mutually consenting eNBs.  The figure below shows the X2 Removal procedure for the successful case, where the peer eNBs both consent to remove the X2 link.  
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Figure 1: X2 Removal – successful case (R12+)
The steps of Figure 1 are as follows:

Step 1:
eNB1 initiates the X2 Removal procedure by sending the X2 REMOVAL REQUEST message to eNB2.  The X2 REMOVAL REQUEST message implicitly indicates to eNB2 that the X2 link is considered “not needed” by eNB1.

Step 2:
eNB2 accepts removal of the X2 link, i.e. the X2 link is considered “not needed” also by eNB2.

Step 3:
eNB2 replies to eNB1 with the X2 REMOVAL RESPONSE message.

Step 4:
eNB1 initiates removal of the TNL association toward eNB2 (details not specified in TS 36.423).

Step 5:
As a result of the removal of the signalling connection between eNB1 and eNB2, existing application level configuration data can be assumed to be removed in the peer eNB.
The figure below shows the X2 Removal procedure for the unsuccessful case, where the X2 link is still considered “needed” by eNB2.  

[image: image2.emf]eNB2

eNB1

3. X2AP: X2 REMOVAL FAILURE

1. X2AP: X2 REMOVAL REQUEST

2. eNB2 cannot accept removal of the 

signaling connection with eNB1


Figure 2: X2 Removal – unsuccessful case (R12+)
The steps of Figure 2 are as follows:

Step 1:
eNB1 initiates the X2 Removal procedure by sending the X2 REMOVAL REQUEST message to eNB2.  The X2 REMOVAL REQUEST message implicitly indicates to eNB2 that the X2 link is considered “not needed” by eNB1.

Step 2:
eNB2 cannot accept removal of the X2 link, i.e. the X2 link is considered “needed” by eNB2.

Step 3:
eNB2 replies to eNB1 with the X2 REMOVAL FAILURE message.  As a result, the X2 link remains operational.

As shown in the above figures, the X2 link between peer eNBs is only removed by the X2 Removal procedure if there is mutual consent.  However, there can be cases where eNB1 requires the X2 link to be removed despite it still being considered “needed” by eNB2.  In that case, eNB1 can forcibly remove the X2 link using functionality that has existed since Release 8 as shown in the figure below.  
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Figure 3: “Forced” X2 removal (R8+) followed by unsuccessful X2 Setup
The steps of Figure 3 are as follows:

Step 1:
eNB1 initiates removal of the TNL association toward eNB2 (details not specified in TS 36.423).

Step 2:
As a result of the removal of the signalling connection between eNB1 and eNB2, existing application level configuration data can be assumed to be removed in the peer eNB.

Step 3:
Assuming that the X2 link is still considered “needed” by eNB2, eNB2 initiates establishment of a new TNL association toward eNB1.

Step 4:
Upon establishment of the TNL association, eNB2 initiates the X2 Setup procedure by sending the X2 SETUP REQUEST message to eNB1.

Step 5:
eNB1 cannot accept the X2 setup, e.g. eNB2 is now blacklisted.
Step 6:
eNB1 replies to eNB2 with the X2 SETUP FAILURE message, potentially including the Time To Wait IE set to a value up to the maximum 60sec.
2.2
Release 13 scenarios (proposed in [2])
Three new scenarios for the X2 Removal procedure have been proposed in [2] and are summarized in Table 1 below.
	Scenario
	Scenario Description as proposed in [2]

	1. “Temporary X2 removal”
	[…] removal of one or more X2 interfaces in case of a planned maintenance window. In this case, the operator may want the removal to be only temporary, and to be restored back to normal after the maintenance.

	2. “Cannot remove X2 now, please try later”
	[…] the receiver of the X2 REMOVAL REQUEST message is unable to initiate X2 removal (e.g. because one or more X2 procedures are still ongoing with the sender, or because it is about to initiate some action which requires the presence of X2).

	3. “Do not attempt X2 setup again”
	[…] the operator is densifying the network in a certain neighborhood, deploying additional eNBs between existing ones which already have X2 interfaces set up. In this case, the X2 between the two existing eNBs may not be needed any more. This might also be the case if one or more cells are picked up by UEs well outside their planned coverage area (e.g. due to abnormal radio propagation). Any subsequent attempt by either eNB to set up X2, which may or may not be successful, will lead to a waste of internal resources (and potentially even mobility failures).


Table 1: new scenarios for X2 Removal, as proposed in [2]
Each of these scenarios are analyzed in further detail below.

Scenario #1: “Temporary X2 removal”:
In this scenario, the X2 link is still considered “needed” by both eNB1 and eNB2, but eNB1 needs to forcibly terminate the signaling connection due to maintenance reasons.  There are at least two options to support this scenario:

Option A:
Enhance the X2 Removal procedure as proposed in [2]; or

Option B:
Rely on existing mechanisms and implementation.

The proposal in [2] is to add a “temporary stop” indication and a “timer” value to the X2 REMOVAL REQUEST message.  The “temporary stop” indicates to eNB2 that X2 removal is only temporary and that the X2 link is still considered “needed” by eNB1.  After removal of the TNL association, eNB2 does not attempt to initiate a signaling connection toward eNB1 until after “timer” elapses.  There are a few aspects of the proposal which are unclear:

-
This proposal appears to assume that eNB2 accepts removal of the signalling connection with eNB1, even though the X2 link may still be considered “needed” by eNB2. Is eNB2 allowed to respond with the X2 REMOVAL FAILURE message, or is eNB2 required to respond with the X2 REMOVAL RESPONSE message (i.e. is “temporary stop” equivalent to “forced removal”)?
-
How does eNB1 know to set the “temporary stop” indication, e.g. is O&M intervention still needed to indicate to eNB1 that a maintenance break is scheduled?

-
How does eNB1 determine the value of “timer”?
The alternative is to use the “forced” X2 removal mechanism that has existed since Rel-8.  It is already possible for eNB1 to forcibly remove the signalling connection, as shown earlier in Figure 3.  The potential drawback is that eNB2 may (repeatedly) attempt to initiate a signalling connection toward eNB1 while eNB1 is still undergoing maintenance.  However, it should be expected that a reasonable eNB2 implementation does not attempt X2 setup too frequently, and in any case it is only a temporary situation.  Also, signalling load due to needless X2 setups from eNB2 should not be a problem.  Therefore, there does not appear to be any significant issue to solve or optimize.
Observation 1:
The “Temporary X2 removal” scenario can be supported by existing mechanisms and implementation, and there does not appear to be any significant issue to solve or optimize.

Scenario #2: “Cannot remove X2 now, please try later”:
To address this scenario, it is proposed in [2] to add a “time to wait” value to the X2 REMOVAL FAILURE message. Then, eNB1 does not attempt to re-initiate the X2 Removal procedure until after “time to wait” elapses.
Two potential reasons are provided in [2] for why eNB2 cannot remove X2 at the moment it receives the X2 REMOVAL REQUEST message: “because one or more X2 procedures are still ongoing with the sender, or because it is about to initiate some action which requires the presence of X2”.  From these two reasons, it seems apparent that the X2 link is still considered “needed” by eNB2.  Therefore, there are a few aspects of the proposal which are unclear:

-
Why would eNB2 include the “time to wait” value in the X2 REMOVAL FAILURE message if the X2 link is still considered “needed”?  For example, is it assumed that eNB2 recognizes the removal is being “forced” by eNB1 (i.e. this is a further optimization for Scenario #1) and therefore eNB2 is simply trying to delay the inevitable?
-
What prevents eNB2 from always delaying the X2 Removal?

It seems the only real purpose of including “time to wait” is to throttle X2 REMOVAL REQUEST messages from eNB1.  The eNB2 implementation would need to determine the “time to wait” value to signal back to eNB1, but unless eNB2 has special knowledge on how to set this value, there does not seem to be any advantage compared to letting eNB1 implementation decide on its own, and it should be expected that a reasonable eNB1 implementation does not attempt X2 removal too frequently.  Also, if/when eNB2 is ready to terminate the X2 link (e.g. once the ongoing X2 procedure is finished), it can initiate the X2 Removal procedure itself  rather than relying on retries from eNB1, in which case the X2 link removal would be accomplished more quickly.
Observation 2:
Further discussion is needed to clarify the use case for “Cannot remove X2 now, please try later”.
Scenario #3: “Do not attempt X2 setup again”:
In this scenario, the X2 link is considered no longer needed by eNB1, but may or may not be considered needed by eNB2.  In addition, eNB1 considers that X2 setup should not be attempted again.

To address this scenario, it is proposed in [2] to add a “DoNotRetry” indication to the X2 REMOVAL REQUEST message, which indicates that eNB2 is to “permanently” refrain from attempting X2 setup towards eNB1. There are a few aspects of the proposal which are unclear:

-
Similar to Scenario #1, this proposal appears to assume that eNB2 accepts removal of the signalling connection with eNB1, even though the X2 link may still be considered “needed” by eNB2. Is eNB2 allowed to respond with the X2 REMOVAL FAILURE message, or is eNB2 required to respond with the X2 REMOVAL RESPONSE message (i.e. is “DoNotRetry” equivalent to “forced removal”)?

-
The scenario description states that “any subsequent attempt by either eNB to set up X2, which may or may not be successful, will lead to a waste of internal resources (and potentially even mobility failures)”.  Does this mean that if eNB1 later determines that the X2 link is needed and initiates an X2 Setup procedure towards eNB2, eNB2 is expected to respond with the X2 SETUP FAILURE message?

-
How is the “DoNotRetry” indication cleared in eNB2? For example, what happens if O&M later indicates to eNB2 to initiate X2 setup towards eNB1? 
-
The “DoNotRetry” indication represents eNB1’s view of the usefulness of the X2 link; what if eNB2 has a different view and believes the X2 link is needed?  How can we say that eNB1 is right and eNB2 is wrong?
In general, this proposal seems to provide eNB1 with undesirably strong control over eNB2’s neighbour management (i.e. eNB1 is able to “manage” eNB2’s blacklist). Also, it requires that there be an existing X2 link for eNB1 to indicate that X2 Setup is undesirable.
The alternative, similar to Scenario #1, is to use the “forced” X2 removal mechanism that has existed since Rel-8.  Again, it should be expected that a reasonable eNB2 implementation does not attempt X2 setup too frequently, and eNB1 is able to include the Time To Wait IE in the X2 SETUP FAILURE message with a value up to the maximum 60sec.  Therefore, signalling load over X2 due to unwanted X2 Setup procedures should not be an issue.
Observation 3: For the “Do not attempt X2 setup again” scenario, there does not appear to be any significant issue to solve or optimize since the X2 SETUP REQUEST messages can be throttled by using the Time To Wait IE in the X2 SETUP FAILURE message.

3
Conclusion
In this paper, we analyzed the three additional scenarios for X2 Removal proposed in [2], and provided our views as follows:
Observation 1:
The “Temporary X2 removal” scenario can be supported by existing mechanisms and implementation, and there does not appear to be any significant issue to solve or optimize.

Observation 2:
Further discussion is needed to clarify the use case for “Cannot remove X2 now, please try later”.

Observation 3: For the “Do not attempt X2 setup again” scenario, there does not appear to be any significant issue to solve or optimize since the X2 SETUP REQUEST messages can be throttled by using the Time To Wait IE in the X2 SETUP FAILURE message.
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