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1   Introduction
The problem of CSI RS processes for inter eNB CoMP was discussed at length in past meetings. At RAN3#87bis [1] presented extensive descriptions on why it would be important to limit the number of CSI processes that can be allowed within a cell for inter eNB CoMP coordination. 

In this paper a summary of the main points for which it is important to contain the number of CSI reports for inter eNB CoMP use is presented.

2   The importance of containing CSI processes in eCoMP
In inter eNB CoMP a number of CSI processes can be configured a priori for the sake of measuring interference on neighbouring cells. CSI measurements are taken on resources where the cells for which interference needs to be measured transmit, while the cells for which interference is not measured mute. This is shown in Figure 1.
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Figure 1: example of CSI processes to measure interference and relative resource overhead
It is clear that the more CSI processes are allowed, the more resources need to be dedicated for CSI measurements. These resources dedicated to CSI coordination are subtracted to data channels, therefore these resources represent a capacity loss. 

These resources must be preconfigured by all the vendors taking part in the CoMP deployment. 

These resources may need to be configured every 5ms if CSI measurements are reported every 5ms.

A capacity loss calculation is provided below by taking the resources available in a PRB pair and calculating the CSI resources as a percentage of available resources:

Maximum of 3 CSI processes – Capacity loss of up to 2.6%
Maximum of 7 CSI processes – Capacity loss of up to 6.1%

Maximum of 15 CSI processes – Capacity loss of up to 13%

Maximum of 32 CSI processes – Capacity loss of up to 28%

Observation 1: Containing the number of CSI processes to a maximum of 3 has the benefit of reducing capacity losses.

A second issue is related to the fact that UEs can be configured with up to 4 CSI processes. This means that UEs can be configured with up to 4 sets of CSI resources to collect CSI measurements. 

UE configuration of CSI resources occurs via the RRCConnectionReconfiguration message including the “MeasDS-Config-r12” IE. 
If more than 4 CSI processes are configured in a cluster of cells supporting CoMP, it will not be sufficient to collect a single CSI measurement from a UE. Indeed more measurements shall be reported by the UE in order to understand the interference level of each cell in the CSI coordination cluster. Only when the full set of measurements is reported by the UE it will be possible to reliably decide which resources shall be muted in neighbour cells.
Therefore, if more than 4 CSI processes are possible, repeated RRCConnectionReconfiguration messages would be needed to each UE in order to reconfigure CSI measurements.

Let’s assume that more than 4 CSI processes are configured. Let’s assume that there are 600 UEs in a cell that need to report CSI measurements (Note that the number of 600 UEs was used to justify the size of the UE ID IE in the X2: Resource Status Update message). 
If CSI measurements have to be reported every 5ms, UEs will have to be reconfigured every 5ms too, so that interference can be measured from all cells. 
An RRCConnecitonReconfiguration message containing all mandatory IEs plus the “MeasDS-Config-r12” IE has the size of 15 Octects. To this size typically 1/3 rate coding is added (30 octects) as well as RLC sequence number and MAC header (approximately 2 Octects). The overall size of the message would be of about 47 octects. If 600 UEs need to be signalled with such message every 5ms the following signalling throughput would be experienced:

Maximum signalling throughput for 5ms CSI reconfigurations (600 UEs): (47*8*600)/0.005 = 45.12 Mbps

Signalling RRCConnectionReconfiguration messages via PDSCH would slightly reduce the overhead. Also, less frequent reconfigurations can reduce the signalling overhead. However, it appears evident that the signalling needed to reconfigure CSI processes of all UEs involved in CoMP is very high and should be reduced.
On the contrary, by keeping the number of CSI processes equal to or lower than 4 no RRCConnecitonReconfiguration messages are needed.

Observation 2: Containing the number of CSI processes to four or less does not require any RRC signalling for CSI process reconfigurations. On the contrary, a number of CSI process higher than 4 would require up to 45Mbps RRC signalling throughput.

In [1] it was explained that the number of CSI processes cannot be set to a maximum for “future proofness”. The reason is that, in a cluster of eNBs supporting CoMP, all eNBs will have to follow the maximum number of CSI processes used by any of the eNBs.

In a multi vendor scenario where Vendor A and Vendor B provide eNBs forming the same CoMP cluster, the vendor configuring the highest number of CSI processes would force the other vendor to follow such configuration too. 

Therefore, the number of CSI processes that shall be chosen as a maximum has to be a value that all vendors can support. The latter is important in order to guarantee interoperability of the CSI process across different vendors.
Observation 3: In a multi vendor CoMP deployment the vendor supporting the maximum number of CSI processes would force all other vendors to support the same number of processes. Therefore, a contained maximum number of CSI processes that can be supported by all vendors shall be standardised 

3   Conclusion 
This paper provides a summary of the reasons for which containing the maximum number of CSI processes is beneficial.

The paper provided the following observations:

Observation 1: Containing the number of CSI processes to a maximum of 3 has the benefit of reducing capacity losses.

Observation 2: Containing the number of CSI processes to four or less does not require any RRC signalling for CSI process reconfigurations. On the contrary, a number of CSI process higher than 4 would require up to 26Mbps RRC signalling throughput.

Observation 3: In a multi vendor CoMP deployment the vendor supporting the maximum number of CSI processes would force all other vendors to support the same number of processes. Therefore, a contained maximum number of CSI processes that can be supported by all vendors shall be standardised 

In light of the observations above the following is proposed:
Proposal: It is proposed to agree to a maximum number of CSI processes equal to 3
A baseline CR capturing the proposal above is provided in [2]
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