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1
Introduction
This paper provides a summary of issues  related to MME overload, and builds on discussions and contributions to RAN3#87bis from several companies. We provide four proposals for update of the standard, in particular for support of GWCN deployments, but also to enhance support for MOCN.
2
Discussion
2.1 
PLMN-MMEC mapping

RAN3#87bis agreed for the GWCN scenario, in order to avoid a second GUMMEI list:

For the Overload Start, reuse existing gummei list assuming all eNBs are Rel13 (this avoids the backwards compatibility issue)

The agreement means that in case of GWCN deployment the legacy GUMMEI list indicates that the listed PLMNs are in overload in the MME (per PLMN overload).
Because current S1AP signaling was not designed to provide the PLMN-MMEC mapping information, RAN nodes will not know which MMEC serves which PLMN in the general case. The exception is the case where the MME belongs to a single MME pool and uses a single MMEC, where eNBs that are connected directly to the MME will know that all served PLMNs map to the signaled MMEC. However a HeNB behind a HeNB GW, or a Relay eNB, will see multiple MMECs signaled for a given S1 connection and hence will typically not know the PLMN-MMEC mapping.
In order to permit the eNB to use the RRC Connection Reject message when possible, the following options were discussed at previous meetings:

· Option 1 – the MMEC uniquely identifies the sharing operator

· Option 2 – the OVERLOAD START message is enhanced with an "MMEC overload" indicator, informing the RAN that the overload concerns the entire MMEC.
· Option 3 – do nothing. It might be discussed whether identification of MMEC overload is strictly needed, or whether the RAN nodes may always use RRC Connection Release in GWCN deployments.
Option 1 can be seen as a deployment option already available today, and has the advantage of avoiding S1AP enhancements while at the same time maximizing the number of scenarios where the RAN nodes can use the RRC Connection Reject message in case of overload.  However this option may also be considered to constrain deployments to always use a dedicated MMEC per sharing PLMN for each shared MME of the pool, and potentially increase the MMEC consumption by a factor of 6. For option 1 we therefore suggest to send an LS to SA2 asking their feedback whether this constraint is acceptable or too demanding for some deployments due to risk of shortage of number of available MME codes.
Proposal 1: Send an LS to SA2 for feedback on option 1.
A draft LS [1] is submitted to this meeting [1], and the submitted CR[2] also includes the indicator for option 2.
2.2 "Replace"-statement in stage 3:

In order to allow for differentiating the overload action per sharing operator, we reiterate our proposal from earlier meetings [3] to update the procedural text for OVERLOAD START as follows:

"If an overload action is ongoing for a given GUMMEI and the eNB receives a further OVERLOAD START message applicable to that GUMMEI, the eNB shall replace the ongoing overload action with the newly requested one."
Proposal 2: Update the "replace" statement for OVERLOAD START.

2.3 Choice of appropriate overload action when all MME resources for a given PLMN are overloaded.

Another consequence of missing PLMN-MMEC mapping information as discussed above, is that upon reception of an OVERLOAD START message for a given PLMN, HeNBs and ReNBs will not know whether some other MMEs (MMEC(s)) have available resources to serve the signaled PLMN. If no CN resources are available for the PLMN, the RAN nodes might do some specific action, e.g. to avoid UEs attempting to setup RRC connections by triggering PLMN specific Access Class Barring (ACB) [4] and/or Extended Access Barring (EAB) for that PLMN. It also seems clear that MME re-direction actions based on TAU will not be an appropriate action in this situation.

Proposal 3: Introduce an Overloaded PLMN IE for the purpose of informing HeNBs behind a HeNB GW, and ReNBs, about overall PLMN overload (for HeNB/ReNB). 
3
Conclusion
We have provided the following proposals:

Proposal 1: Send an LS to SA2 for feedback on option 1.

Proposal 2: Update the "replace" statement for OVERLOAD START.

Proposal 3: Introduce an Overloaded PLMN IE for the purpose of informing HeNBs behind a HeNB GW, and ReNBs, about overall PLMN overload (for HeNB/ReNB). 
Draft LS to SA2 is submitted in [1], and S1AP CR is submitted to this meeting in [2].
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