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1   Introduction
Discussions on load balancing for RAN sharing in UTRAN have led to possible solutions for inter RNC load balancing. 
One solution is based on legacy mechanisms, namely reuse of existing per cell load information exchange between RNCs, the other solution foreseeing addition of per sharing operator load indication to the existing signalling.

It should be pointed out that the requirements captured by SA1 for RAN sharing in TS22.101 clearly state that throughput maximisation shall not be compromised. The latter implies that a shared cell shall always be able to deliver maximum throughput at any time. Mobility Load Balancing based on sharing operator resource quota becomes therefore relevant in cases of cell overload, when maximum throughput is delivered and when the load is in excess of maximum capacity. 
This paper provides a way forward for the topic of Mobility Load Balancing in RAN sharing for UTRAN based on the above clarifications.
2   Mobility Load Balancing in RAN Sharing
TS22.101 captures the following requirement:

Note: 
Load balancing capabilities are expected to take into account the allocation of resources to each Participating Operator and the load level for each Participating Operator to the extent possible, so that the principal objective to maximize throughput is not impacted.

If, according to the excerpt above, cell throughput needs to be maximised it is not possible to enforce per operator resource quota when there are still available resources in the cell.

Observation 1: In order to respect the throughput maximisation principle, sharing operator resource quota cannot be enforced when resources are still available in the cell

In order to maximize cell throughput resource quota based MLB can only be used when all resources in a cell are utilised. This automatically implies that if a sharing operator has a resource demand higher than its maximum resource quota, such demand can be fulfilled provided that there are spare resources in the cell.
Following the same principle, when MLB handovers are triggered between a shared source cell and a shared target cell, the requirement that the target cell would need to satisfy to classify as a suitable offload target is to have enough spare capacity available to host the offloaded UEs, independently of per sharing operator resource utilisation. This is because the throughput maximization principle imposes that resource utilization leading to maximization of throughput shall not be prevented.

Observation 2: Selection of an appropriate MLB handover target cell is based on whether the target cell has enough spare capacity to admit the offloaded UEs, independently of per sharing operator resource utilization.
Selection of an appropriate target as per Observation 2 can be achieved by means of current cell load and composite available capacity signalling procedures. Figure 1 shows an example of how this can be achieved.
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Figure 1: Mobility Load Balancing in RAN sharing based on current load and available capacity information exchange

Figure 1 shows how by exchanging Load Value and Composite Available Capacity, RNC1 can gain an understanding of which neighbouring cell served by RNC2 is a suitable offload target. After having identified the appropriate offload target RNC1 can handover Operator 1’s UEs to Cell3, assuming that there are Operator 1’s UEs that can be offloaded (i.e. in the right radio conditions to be handed over to Cell 3). In this process there is no need to exchange per sharing operator load information.

A different scenario would be one in which all neighbouring cells are fully loaded. In this scenario there is no suitable offload target because offloading one UE from one overloaded cell to another would anyhow imply dropping UEs in the target (overloaded) cell. Figure 2 shows such case.
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Figure 2: Mobility Load Balancing in RAN sharing when no suitable target is available

In Figure 2 the RAN is fully saturated. There is therefore no suitable offload target for RNC1 to select. RNC1 could adopt two options. In a first option RNC1 could try to handle its own traffic without offloading, e.g. distribute as much as possible resources amongst UEs or indeed drop low priority traffic. In a second option eNB1 could try to offload UEs to any of the neighbouring cells, despite knowing that there is no spare capacity available.
If the offloading is towards a cell where the serving operator of the offloaded UE consumes more capacity than its maximum quota, then the offload handover may be rejected with an appropriate cause value. However, a better behaviour (shown in Figure 2) would be that RNC2 prepares another available cell where resources are available for the offloaded UE (i.e. Cell2). This can be done because target RNC2 is responsible for constructing the Hard Handover Message that will be sent by the serving RNC over RRC to the UE. Namely, the target RNC constructs the Physical Channel Reconfiguration message including the target relocation cell, which will be sent over RRC container to the source RNC and forward via RRC to the UE. 
However, even if the handover is admitted in a cell where resources are available for the offloaded UE (Cell 2 in Figure 2), some UEs will need to be dropped in the target cell to make room for the newly admitted ones (i.e. Cell 2 would have to drop Operator 1’s UEs).

In the case in Figure 2 offloading can be performed without the addition of any per sharing operator load information. 

Observation 3: In light of respecting the throughput maximisation principle mandated by the requirements in TS22101, a legacy solution based on existing cell based load exchange, can work optimally without any need of generating relocation rejections

Proposal 1: It is proposed to modify the inter RNC legacy solution description for Mobility Load Balancing in TR25.756 to specify that the solution does not rely on the use of relocation failures.

Adding per sharing operator load exchange would allow eNB1 to select directly the offload target cell where UEs can be admitted. 
However, it has to be acknowledged that the benefits in this scenario are rather marginal firstly because (as shown in Figure 2) offloading can be performed optimally thanks to admission of the UE in the appropriate target cell by the target eNB. Secondly, a cluster of cells in which all neighbouring cells are in overload would be anyhow subject to high interference levels and service drops due to high load conditions. Adding per sharing operator load information exchange would not improve such situation, hence such change is not considered beneficial.

Proposal 2: it is proposed to capture in TR25.756 that solution based on per sharing operator load exchange are not beneficial for cases where throughput maximisation has to be respected.
3   Conclusion 

This paper described how Mobility Load Balancing can function by means of current cell-based load information exchange in UTRAN. The latter is justified by the fact that SA1 requirements mandate to maximise cell throughput.
The paper reached the following observations:

Observation 1: In order to respect the throughput maximisation principle sharing operator resource quota cannot be enforced when resources are still available in the cell

Observation 2: During MLB procedures selection of an appropriate target depends on whether the target cell has enough spare capacity to admit the offloaded UEs
Observation 3: In light of respecting the throughput maximisation principle mandated by the requirements in TS22101, a legacy solution based on existing cell based load exchange, can work optimally without any need of generating relocation rejections

Based on the observations above the paper presented the following proposals:
Proposal 1: It is proposed to modify the inter RNC legacy solution description for Mobility Load Balancing in TR25.756 to specify that the solution does not rely on the use of relocation failures.

Proposal 2: it is proposed to capture in TR25.756 that solution based on per sharing operator load exchange are not beneficial for cases where throughput maximisation has to be respected.

Based on the discussion outlined in the paper it is proposed to capture the following conclusion for the topic of Mobility Load Balancing in TR25.756
Conclusion: In order to maintain the principle of cell throughput maximization, MLB for RAN sharing can be based on existing cell based load and available capacity signalling. Per sharing operator load exchange does not bring sufficient benefits and therefore should not be pursued.

It is proposed to agree to the conclusion above and to the TP in R3-151057.
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