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1   Introduction
In RAN3#87b, there was a discussion and an agreement for a BL CR. The remaining open issues are discussed in this contribution.
2   Discussion
We believe that the general solution for data volume reporting in the eNB would be 
1. OAM configures the eNB with the mapping from QoS profile to one or more data volume counters

2. When a E-RAB is set up, eNB checks the configuration and determines which counter(s) this E-RAB belongs to

3. While the E-RAB is connected, eNB stores the data volume in this (or these) counters
This paper focus on the first point: how should we define these criteria that identify one or more counters for each E-RAB. We have identified a set of open issues based on the discussion in the last meeting. These are discussed in more detail in the following sections.

2.1   Mapping one-to-one or one-to-many

One question is whether the mapping above should be limited so that one E-RAB can only be counted in one counter. It may be easier for implementation if we only count one E-RAB in one counter, but it may be more flexible if we can define one general counter (e.g. one for the whole QCI) and then specific counters for a special ARP, or special GBR. 

Assume for example that the operator has three QoS profiles within one QCI, but where the associated cost is the same for two of these. In that case, it is possible to use two counters, one covering the full QCI, and one covering the QoS profile with deviating cost. These two counters can then be combined to provide the usage in the other two QoS profiles. Hence, we propose:
Proposal 1: to allow a one-to-many mapping from one E-RAB to many counters.
Note that the only impact from this proposal is that we do not specifically exclude this possibility.

2.2   QCI mapping
There is also a question whether there is a need to be able to map several QCI to the same counter. We assume that the QCI is the biggest differentiator, and therefore we assume that the added benefit of grouping multiple QCI into the same counter is limited. Therefore, we assume that there is no need to map several QCI to the same counters. Hence, we propose
Proposal 2: to not map several QCI to the same counter
2.3   GBR mapping
It was also discussed whether and how the GBR mapping should be limited. It would of course not make sense to allow a min and max GBR value in the mask defined as any integer from 1 kbps to e.g. 100 Mbps. Instead, it would probably make sense to define a limited range of bit rate values, where “0” and infinity are represented. Using this range, we can define a GBR band with a starting value and a stop value.

Another proposal is not to use start and stop values but instead define certain GBR bands, e.g. 0..64 kbps, 64..128 kbps and so on. The advantage of this is that it could possibly make the implementation a bit easier if there a set of predefined bands already specified. On the other hand, it is important that these bands are defined in such a way that it does not make it difficult to capture two different configurations in the same counter. Therefore, these bands must be carefully defined. Otherwise, we will end with using unnecessarily amount of counters. 
Based on this, we believe that it would be fine for RAN3 to allow for both alternatives and leave this discussion to SA5 for decision. Hence, we propose:

Proposal 3: to allow mapping of different GBR values into the same counter, either by defining the GBR mapping as a start and stop value from a limited range, or by using carefully defined GBR bands.
2.4   ARP mapping
The ARP is defined by a set of three parameters:

	>Priority Level
	INTEGER (0..15)

	>Pre-emption Capability
	ENUMERATED(shall not trigger pre-emption, may trigger pre-emption)

	>Pre-emption Vulnerability
	ENUMERATED(not pre-emptable, pre-emptable)


We understand the wish to use these to map into counters is to enable a differentiated admission control for GBR bearer, e.g. to provide different subscriber classes, like gold, bronze, silver, and to be able to charge differently for these. Therefore we assume that we will most likely be interested to map from one specific ARP priority into a counter. And since we probably wish to charge differently between different ARP values, there is probably no requirement for grouping different ARP into the same counter. Hence, the most simple solution is to just specify the mapping as a single integer value, or all ARP priorities, i.e. pick one from the following range [0..15, all].

Another possibility is to also allow some grouping of multiple ARP priorities into the same counter. For this, we are not able to identify a scenario, so we think that before agreeing to this, we would like to discuss the requirements for this. In case this is seen as beneficial, we could imagine that it is possible to define the mapping with a range consisting of a start and stop priority.

The same goes for the two pre-emption parameter (capable and vulnerable). We can not see the need for differentiating between bearers using different ARP parameters but where the ARP priority is the same, so before agreeing to this, we would prefer to discuss the requirements. Regarding a possible solution, we could imagine a mask for each of this, containing the two possible values, or any value, i.e. pick one from a range like [yes, no, all].
Hence, we propose

Proposal 4: to define the mapping from ARP with a single priority value.
3   Conclusion / Proposals
In this document we discuss the remaining open issues for data volume reporting for RAN sharing. We propose:
Proposal 1: to allow a one-to-many mapping from one E-RAB to many counters.

Proposal 2: to not map several QCI to the same counter
Proposal 3: to allow mapping of different GBR values into the same counter, either by defining the GBR mapping as a start and stop value from a limited range, or by using carefully defined GRB bands
Proposal 4: to define the mapping from ARP with a single priority value.
This is also proposed to be captured in a TP for the baseline CR for TS 36.300 found in the annex.
Annex – Text proposal

<- first change ->
23.X
Resource usage reporting for shared networks
The eNB may be configured to report the resource usage for the different PLMN identities of the sharing operators in a shared network.  The reported resource usage is the data volume by the eNB aggregated per PLMN and per criteria defined in 23.X.1. The DL data volume is defined as the amount of PDCP SDU bits in the downlink delivered from PDCP layer to RLC layer and the UL data volume is the amount of PDCP SDU bits in the uplink successfully received by the eNB.
23.X.1 OAM requirements
OAM shall, if supported, configure per PLMN data volume reporting criteria for the purpose of collection and reporting of data volumes by the eNB. The maximum number of data volume reports collected is limited to 200, where each data volume report is collected per PLMN ID, per QCI and per traffic direction (UL or DL) and may additionally refer to an ARP priority and a range of guaranteed bit rates. 
<- end of change ->
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