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1 Introduction

In RAN#66, the study of RAN Sharing Enhancements for UMTS has been approved for RAN3. One of the objectives of this study item is:
· Study possible solutions regarding, e.g., how to monitor RAN resources usages with differentiation of signalling and user traffic, and how to enhance the load info exchange to balance the usage per operator.

In this contribution, we analyze the possible enhancements for load exchange in RAN sharing scenario and propose the possible solution.
2 Discussion

2.1 Requirement of Load Balancing in RAN Sharing

As described in TR 22.852, it is required that the shared RAN shall have the flexibility to allocate RAN resource capacity by the following but not limited to:


a. Fixed allocation


b. Fixed allocation for a specified period of time


c. First come-first served allocation to all the Participating Operators collectively (i.e. on demand).

With resource allocation, further considerations of load balancing have been captured in [1], which are:
Hosting RAN Operators need to optimise GERAN or UTRAN resource usage within the Shared GERAN or UTRAN for a particular coverage area while respecting the agreed resource shares for each Participating Operator. Similarly, Participating Operators need to optimise their GERAN or UTRAN resource usage between Shared and unshared GERAN or UTRAN for a particular coverage area.

The Hosting RAN Operator shall have the capability to balance the Signalling and User Traffic load individually for each Participating Operator within a Shared GERAN or UTRAN.

The capability to perform load balancing on the combined traffic of all the Participating Operators within a Shared GERAN or UTRAN shall be provided. The agreed shares of GERAN or UTRAN resources shall be maintained. Signalling and User traffic shall be managed independently.

The capability to perform load balancing between an individual Participating Operator's traffic within a Shared GERAN or UTRAN and traffic in that Participating Operator's unshared GERAN or UTRAN where the Shared and unshared GERAN or UTRAN coverage overlaps shall be supported.

The Hosting RAN Operator shall be able to balance the load across all Participating Operators.
It can be seen that the requirements cover load balancing between participating operators and load balancing between shared and unshared resource of participating operators.

2.2 Solutions
2.2.1 Load balancing through relocation procedure
In the last meeting, the legacy solution has been agreed as one option and captured in the TR. However, there is still some restriction as stated in the conclusion part.

· Inter RNC Legacy Solution:

· It is possible, according to current standard, to perform load balancing, resource allocation and admission control across RNCs on a per sharing operator basis and according to TS22.101 requirements. 

· This solution requires to adopt a relocation procedure to find out whether there is available capacity in the target RNC cell for the Participating Operator serving the relocated UE.

By adopting this solution, the load balancing mechanism has to rely on the relocation procedure and there are some drawbacks. Firstly, the legacy solution leads to multiple rejections when the load is relatively high for the target RNC during relocation. Secondly, the relocation procedure is known as UE specific, so that the interaction between RNCs will increase when relocation occurs often. It will cause unnecessary consumption of resources over Iu/Iur interfaces.
Finally, the solution for Iur depends on the Enhanced Relocation which in current implementation most probably is not supported by all the RNCs. It is required that this procedure only can be used when SRNC and DRNC are connected to the same CN node. In this case, RNC is not always capable of getting load information per PLMN for balancing purpose. Thus the legacy solution cannot work properly.
In summary, although it has been stated in TR 25.756, “Moreover, relocation procedures (both via RNSAP and RANAP) allow for an indication of the Selected PLMN Identifier IE for the relocated UEs.”, the restrictions also need to taken into account. As analyzed, the legacy solution has to be dependent on the relocation procedure. And for RNSAP, Enhanced Relocation has the PLMN identity included, but it is not compulsory for RNC to support the feature nowadays.
2.2.2 Enhanced load balancing mechanism
Considering the drawbacks, we propose an enhanced load balancing solution to with minor changes. Currently, the exchange of cell load information between RNCs is supported and the load information can be achieved by means of 
· Common Measurements procedures: where the Load Value IE, RT Load Value IE and NRT Load Indication Value IE are exchanged, indicating the percentage of load occupied in a cell

· Information Exchange procedures: where the Cell Capacity Class Value IE is exchanged, indicating the overall capacity of a cell and therefore allowing for correct interpretation of the load information exchanged via Common Measurements.
The RNC can report the load information either periodically or triggered by event. In this proposed solution, the reported cell load is the one brought by more than one participating operators. If the cell load is low, in some scenarios, e.g., a or b, the admission of some participating operator may be possibly rejected since the share of the participating operator is fixed and has been used up.
To solve the problem, the cell load information could be reported per participation operator within one message. With the load information, the receiving RNC then decides which operators’ UE should be relocated to the sending RNC.

2.2.3 Evaluation of enhanced load balancing mechanism
This solution will reuse the current load balancing mechanism, and introduce the support of load information reporting per PLMN basis. Therefore the load balancing can be done without dependency, and unnecessary relocation will be avoided.
Based on the analysis, it is proposed that:
Proposal: It is proposed to consider enhancements of existing load balancing mechanism with introduction of PLMN for RAN Sharing.
3 Conclusion

In this discussion paper we analyze the legacy and enhanced solutions for load balancing. And it is proposed that
Proposal: It is proposed to consider enhancements of existing load balancing mechanism with introduction of PLMN for RAN Sharing.

4 Reference
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5 Annex
5.x Requirements x: Load Balancing
5.x.2
Potential solutions
Currently, the exchange of cell load information between RNCs is permitted and the load information can be exchanged by means of 

· Common Measurements procedures: where the Load Value IE, RT Load Value IE and NRT Load Indication Value IE are exchanged, indicating the percentage of load occupied in a cell

· Information Exchange procedures: where the Cell Capacity Class Value IE is exchanged, indicating the overall capacity of a cell and therefore allowing for correct interpretation of the load information exchanged via Common Measurements.
The RNC can report the load information both periodically and triggered by the event.
In the same coverage, the share of every participating operator may be different, while the reported cell load is the load brought by more than one participating operators. 
For the purpose of retrieving the load of each participating operator, the sending RNC should report the cell load of individual operator within one message. Then the receiving RNC can decide which operators’ UE could be relocated to the sending RNC.
5.x.3
Conclusion
This solution requires reusing the existing load balancing mechanism, and changing the load information reporting as per PLMN basis. Therefore the load balancing can be done without dependancy, and unncessary relocation will be avoided.
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