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Discussion
1 Introduction
It has been agreed that enhancements to the existing procedures that aim at providing information needed for an eNB to decide about the optimal deployment change option, by means of AAS reconfigurations, are to be discussed in the SON WI as a secondary priority [1]. The motivation for the work is the fact that, depending on the implementation, the eNB may be the entity to decide on the AAS reconfiguration (within the scope allowed from OAM) or at least on the moment of reconfiguration (if it is controlled centrally). 
The topic has already been discussed at the last meeting [2]. In this paper we recall the main arguments that justify the discussed items, address some comments received during the discussion and finally present a modified solution that takes them into account.

2 Discussion

2.1 Problem

A SON agent in the eNB has to determine – within the pre-configured OAM scope – the optimal AAS configuration which depends on various factors, particularly on the traffic load and traffic distribution, but also on the changing interference situation resulting from the applied deployment change. Typically, an overload situation where users are becoming unsatisfied, triggers the SON instance to adjust the cell layout by means of AAS re-configuration. Since the load information alone might be not reliable as decision criterion, also other criteria like the traffic distribution within the cell is needed as demonstrated in Figure 1 (example with cell splitting).
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Figure 1: Cell splitting benefit depends on traffic distribution
The load of the cell in question (the cell with the red dots) is identical for both cases, however the spatial distribution of the traffic is different: in Figure 1a cell splitting is beneficial since traffic can be shared between new cells; in Figure 1b cell splitting is useless, since inner sector would be unused. Thus, eNB internally requires means to collect needed data which provide evident information on the spatial traffic distribution within the cell. Thus, for this use case standard enhancements in terms of exchanging relevant information among are not needed.

Observation 1: The splitting/merging decision can be handled eNB internally

However, the decision of the SON instance to go for cell shaping where, according to the TR [3], the AAS reconfiguration may amend the cell border and thus affect the neighboring cells the situation, is different. In order to estimate the scope of the amendment that will not cause interference issues, the information of the traffic distribution of the neighboring cells might be very helpful. Figure 2 shows the situation of case (b) of Figure 1, including some neighboring cells (light green) and applies cell shaping so that the traffic hot spot originally located at cell border area is fully covered by extending of the yellow cell. The performance gain results from “moving” the hot spot users to better radio conditions.
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Figure 2: Cell shaping affects neighboring cells
Observation 2: The cell shaping decision where traffic hot spots should be released from highly interfered cell border area information exchange might be beneficial.

A further use case, where the exchange of information of the spatial traffic distribution might be beneficial, is the integration of yet another capacity optimizing SON feature, namely MLB, in this decision process.

In the above example, in Figure 1b, there are actually two options to cope with the overload situation. Instead of shaping the cell, MLB might be an alternative for the congested cell. Then, the eNB serving the congested cell, having both information from neighboring cells, namely CAC and the spatial traffic distribution (here, the relevant information is if the traffic is closer or further away from the cell border), can decide if it executes cell shaping to limit interference, or it requests MLB (effectively, transfers the hotspot to a neighbour). In the latter case, the neighbor will be able to split, since after the MLB its load will be distributed across cell coverage. This is illustrated in Figure 3: cell A may resolve congestion with MLB or cell shaping (and possibly later splitting). As long as it knows only load level / CAC in cells B and C, it must guess which of the two options is better. However, if it can get load distribution information it can make more educated decision: if the load in B and C is distributed evenly (left-hand case in figure 3), cell shaping may be better option; if the load is concentrated away from the cell border (right-hand case in figure 3), cell A may shrink (MLB), because cells B and C will be able to resolve their congestions with cell splitting.
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Figure 3: Congestion resolution options, depending on load distribution in neighbor cells.
Observation 3: The knowledge of the user distribution in neighboring cells allows smart integrative solution of MLB and deployment changes.
2.2 Solution

Currently, the load information that can be requested from a neighbor applies to the whole cell and refers to CAC. In order to know the distribution, the location of each and every UE is needed. Collecting that detailed information would be difficult. RF fingerprint information based on RSRP measurements can principally be used to generate spatial user distribution, but the RSRP reporting discussed for CoMP is not adequate: it assumes that only the RSRP measurements that are collected for mobility purposes are reported, which tells nothing about distribution of UEs deeper in the cell area.
Of course, it is technically possible to collect RSRP values from complete area of the cell by means of periodical measurement reports, but this still is imperfect: first, RSRP measurement reports from all the UEs do not provide information about the traffic they generate, only UEs’ locations can be estimated; second, this traffic density distribution needs to be requested, otherwise it is very unlikely that a cell would initiate the RSRP reporting campaign from all its UEs which is needed to generate the spatial traffic distribution (the measurement reporting is “energetically expensive” for the UEs).

The information element describing the spatial traffic distribution in a cell should rather simple, i.e. based on only very few thresholds which determine specific spatial areas within the cell. The solution should provide a clear picture to the neighbor if users concentrated in some areas and if the area belongs to cell border or cell center. The number of thresholds is for instance configurable by OAM. The most straightforward and simple solution would be based on RSRP measurements from the UEs. Once requested (e.g in the Resource Status Reporting Initialization procedure), the neighbor configures new measurements to served UEs: For instance, dedicated A3measurements, with the a3-Offset referring to the area threshold, in [dB. Also, the “reportOnLeave” IE is set to “True”. This way, the neighbor knows which UEs are in the proximity zone in question. It is then able to report both, the number of such UEs as well as amount of PRBs allocated to them. The load information should then be the load (PRBs) allocated to UEs within the requested distance. 
3 Summary
In this contribution, a solution to help in the decision process on AAS reconfiguration is presented. It is based on simple enhancement to the Resource Status Reporting Initialisation ./ Update procedures. A draft CR based on this solution is proposed in [4]. 
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