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1 Introduction
The discussion on the AAS reconfiguration notification has been split into two threads: intra-LTE and inter-RAT. This paper addresses the intra-LTE scenario. 
At RAN3 #87 the discussion revealed two distinctively different approaches to the problem: (a) a pre-planned PCI management, where all possible deployment states are informed to a neighbour at initial phases of eNB operation or at least with X2 setup procedure and (b) a dynamic “pool” PCI management, where an eNB “reserves” a PCI when it is about to activate a cell – thus requiring signalling right before the change is executed. The discussion did not allow concluding on the technical solution, but a possible approach was sketched, which seemed like enabling both implementations. In this paper we further analyse the two scenarios in terms of solutions for the reconfiguration notification and make some technical details more concrete.
2 Discussion

2.1 Considered scenarios and the discussion so far
The reasoning behind the two approaches and their implementation are following:

Scenario1: Pre-planned PCI management

A fixed set of the PCIs is assigned to an eNB at network planning phase. They may be reused within a single eNB for different cells, but a certain ECGI has always the same PCI. The fixed assignment requires OAM involvement in case the pre-planned configurations need to be updated to adapt better to momentary conditions. In this scenario, it is sufficient that neighbouring eNBs are informed about possible deployment configuration states, including the cells that are active in each state (either from OAM or via X2) and then exchange information about executed reconfiguration, once it is done. The main advantage of the solution is a very little signalling effort, while the main disadvantage is the limited degree of freedom in terms of PCI usage and deployment configurations.
Scenario2: Pool-based PCI management
Only the needed PCIs being assigned to the activated cells are reserved in an eNB. When a new cell is to be activated, a PCI is selected from a pool of available PCIs for the duration of its activity. Once the cell is deactivated, the PCI is returned to the pool. In this case, a cell (ECGI) may get a different PCI whenever it is activated. This approach means an eNB must “reserve” a PCI from the pool when it is about to activate a cell and confirm the change assignment once it is executed. The advantage of this scenario is the flexible PCI management, but achieved at the cost of significantly higher signalling overhead in terms of both the PCI request/release messages with the PCI pool administration and a more frequent and more detailed inter-node reconfiguration notification. A collateral gain, though existing in very particular deployment scenarios, is the ability to redirect HOs targeted to a cell undergoing reconfiguration to other LTE layer.

The conclusion at the last meeting was that the two usage scenarios are comparable and a solution should, if possible, enable both implementations. The evaluation above revealed that the re-configuration notification for scenario 1 enables a single short re-configuration ID being exchanged. The higher PCI usage flexibility is on expense of relative large signalling overhead. The two scenarios become only comparable when PCIs are to be reused among several eNBs, but also pre-allocated to some cells, like in scenario 1. However, this would require a coordinated and synchronous reconfiguration (releasing PCI in one eNB while being used for cell in another eNB). This synchronous reconfiguration requires either a rather tight interworking or a centralized coordination entity, e.g. within OAM. In any case, this option would blow up the signalling overhead and thus losing the benefits of simplicity and getting more and more closer to scenario 2.
The usage of the existing ES signalling was also disputed during the last meeting: Reusing the ES deactivation indicator is tempting, but a possible collision with the complete ES solution was identified. Namely, a neighbour notified that a cell is off, may request its activation. This behaviour is needed for ES, but is questionable for AAS reconfigurations. And a neighbour, if it is not provided with additional information concerning the purpose of the deactivation, will not know when it may and when it may not request activation. Therefore, the final solution must enable differentiation between ES-related deactivation and the AAS-related one.
Additionally, possible enhancements to optimize multiple cell preparation were discussed. This topic is further considered in subclause 2.3.

2.2 Draft notification solution and its enhancements
The solution, drafted at the last meeting, aims at enhancing the eNB Configuration Update procedure so that it can be used to inform the neighbouring eNBs about cells that has been added to the eNB, but are not active (reflecting a different AAS configuration). In the example below (Figure 1), an eNB serves 3 cells, of which cell C can be split into D and E (the letters identify cells, so they correspond to ECGIs).
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Figure 1: Deployment change of an eNB where cell C is split in cell D and E
The signalling enhanced according to the solution proposed at the last meeting is as follows (Figure 2; ‘+’ means a cell is added, ‘-’ that a cell is removed, no sign indicates that a cell is modified, i.e. its activity state changes):
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Figure 2: Signalling options for different scenarios
For different PCI management scenarios the notification is as follows:
In scenario 1, all possible cells are indicated to the neighbour at eNB1 activation, but cells D and E are off. Once eNB1 reconfigures cell C, it indicates cell C is off, while cells D and E are on. There is reserved set of PCIs and a unique pre-configured assignment to the activated cells, for example the PCI of the deactivated cell C can be reused by D or E.
In scenario 2, only cells A, B and C are indicated as served at the time eNB1 is deployed. Later, when cell C is to be reconfigured, eNB1 notifies the neighbours that cells D and E are added with activity status “off” in order to allow multiple preparation including D and E. Depending on the realization, the notification may also indicate cell C as off, so that eNB2 knows which cell is to be reconfigured/deleted (and thus can redirect HOs to other LTE layer, if available). Once the reconfiguration is over, eNB1 indicates cells D and E as on and deletes cell C, so that its PCI is released to the pool.

The draft solution seems therefore robust enough to handle cell splitting/merging, even without further enhancements. In order to handle cell shaping (or cell outage compensation, e.g. in hypothetical ES scenarios), this needs to be enhanced further: state ‘on’ should be divided into “substates”, each of which indicates different deployment of given cell. This way the eNB configuration update may be used to indicate changes in the state of a given cell, even if the lists of active and non-active cells remain the same.

2.3 Multiple preparation optimisation

Multiple preparation for HO target is discussed as the most promising approach to guarantee a successful re-establishment in case of a HO failure due to target cell reconfiguration. Without knowing configuration details, the most straightforward approach would be to prepare all known cells of the target eNB . This sort of “brute force” method may create signalling and processing burden and may not always be possible due to limited number of cells that can be prepared. It could be avoided if the source knows which cells are overlapping at the target eNB and prepare only those that may replace one another. This can be configured from OAM or based on X2 signalling – or both, depending on operator’s preference (currently, the neighbour relations can be configured either way). 

From the OAM perspective, mutual coverage relation can be informed with the isESCoveredBy attribute defined in TS 28.658. This attribute enables three levels of overlapping: no overlap, partial or full overlap. However, the attribute has relevant limitations: 

· It is defined for ES purposes: it is defined that adjacent cells are to have a value corresponding to “full coverage” in case they are designed to provide compensation for cells switched off for ES – this may be not the same “full overlap” that is needed for AAS operations. 

· Partial coverage is not allowed to be defined for overlaid scenarios, while for AAS it may be needed.

Even though there is basic information available in OAM configuration, it has its limitations, as shown above. Also, besides that, there are strong arguments to enable X2 signalling: first, this allows for dynamic cell management in scenario 2, which is more cumbersome in case of OAM-based configuration (the OAM signalling will have to be synchronized with the X2 signalling to augment the X2 information); second, currently, neighbour relations can be based on X2 only – this flexibility should be maintained.

The coverage information presented in [1] can be used to optimize the multiple cell preparation procedure: the source should prepare cells with “overlapping” state indications. As presented in [1], the enhancement works as follows (Figure 3):
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Figure 3: Coverage information for cell overlapping indication
The coverage information can be a simple pre-configured code that does not need to be interpreted alone, but its comparison with codes of other cells yields the information if the pair of cells overlaps, or not. All the neighbour eNBs are informed about coverage information of the served cells. An algorithm for determining the right candidate cell, when one of its UEs reports one of the cells of this eNB as a target, is:

If ‘A’ is reported, its CovInfo is 1001; matches with 0001, which is B ( prepare A and B;

If ‘B’ is reported, its CovInfo is 0001; matches with 1001, which is A ( prepare A and B;

If ‘C’ is reported, its CovInfo is 0110; matches with 0100 and 0010, which are D and E ( prepare C, D and E;

If ‘D’ is reported, its CovInfo is 0100; matches with 0110, which is C ( prepare C and D;

If ‘E’ is reported, its CovInfo is 0010; matches with 0110, which is C ( prepare C and E;

This simple method guarantees that always the right cells are prepared: for example in case of configuration with cell shaping (the right-hand case in figure 3), when a UE approaches the extended area of A and therefore reports A as the target, then cell B will be prepared, too, in case cell A must be reconfigured back to its basic footprint; similarly, if the reported cell is D, C will also be prepared in case D and E are merged back to C; etc. This way, in this example, instead of preparing all 5 cells, the source prepares at the maximum 3 cells, usually only 2.
3 Summary
In this paper we have reviewed the requirements for the notification solution for both considered scenarios: with pre-planned deployment and with ad-hoc PCI management. The solution drafted at the last meeting seems to address both of them very well. Furthermore, if the cell deployment change notification is enhanced with coverage information, it can also be used to optimize multiple cell preparation and thus to limit connection failures (i.e. unsuccessful re-establishment). This solution requires that the cell state (off/on1/on2 etc.) is added to the eNB Configuration Update. This can be either done with a modification of the served cell information IE, or with a new list of served cells with modified deployment state (this assumes that there is a “default” deployment state, which corresponds to the legacy situation). The former approach means that all cell information needs to be repeated with each reconfiguration; the latter assumes that some cells may be listed in “cells to add” and “ceels with modified deployment”. However, since the gain of the lower signalling and processing seems relevant, we prefer the latter approach. Furthermore, the coverage information should be added to the served cells information to enable optimization of the multiple preparation procedure.

A CR implementing this change is attached here, too [2].
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