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1. Introduction
The New SI Study on Extension of Dual Connectivity in EUTRAN in RP-142257 [1] was agreed in RAN#66 meeting. Here we give analysis on LIPA/SIPTO support in dual connectivity.
2. Discussion
2.1 Background
According to RP-142257:

The objective includes: 
· Study how SIPTO in the dual connectivity can be supported
· Study whether and how L-GW can be co-located with MeNB, SeNB or both.
· Study whether and how SIPTO at the Local Network with standalone GW for Dual Connectivity can be supported.
· Requirements, and, if needed, respective solutions for the support of CSG and LIPA for dual connectivity may be studied as well.
SA2 and RAN3 had been working on LIPA/SIPTO from R9 to R12, i.e. LIPA/SIPTO has already been feasible now. The benefit of combining dual connectivity and LIPA/SIPTO is that increased user traffic can pass through the core network in such a way that the user plane of the core network will be less impacted by dual connectivity. 
Here are the two architectures for the operation of Dual Connectivity, 1A and 3C as depicted in the Figure1.
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Figure1: 1A (left side) and 3C (right side)

Since both architectures were supported in R12, it makes sense to consider LIPA/SIPTO support in dual connectivity for both 1A and 3C.

For SIPTO case, both SIPTO at the Local Network with collocated L-GW and SIPTO at the Local Network with standalone GW are worthy of further investigation. The use cases of SIPTO@LN need to be discussed and decided.
For LIPA case, whether LIPA at the Local Network with collocated L-GW support is needed shall be discussed and decided.
2.2 SIPTO Support in dual connectivity
The main intention of dual connectivity is to improve user throughput. But one of the consequences of dual connectivity is that the traffic going through core network will also increase correspondingly. To offload operator network in dual connectivity scenario, local breakout is important as it provides the operator with the means for efficient backhaul usage and therefore reduces the load to the core network. The usage of SIPTO is to offload part of the traffic from the core network and send it directly to the internet.
Propose 1: It is necessary to support SIPTO@LN in dual connectivity.
With respect to the combination of dual connectivity and SIPTO, some architectural issues still need to be clarified. SIPTO L-GW can be co-located in a HeNB or eNB. In case of dual connectivity, where could the SIPTO LGW be co-located? in MeNB, SeNB or both? For the SIPTO@LN with standalone GW case, how to choose a SeNB which shall connect to the same standalone GW as for MeNB needs to be considered and evaluated. 
Case1: SIPTO at the Local Network with collocated L-GW
· Case1-a): The collocated L-GW is co-located in MeNB
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Figure2: Case1-a: The collocated L-GW is co-located in MeNB
In Case1-a, the SIPTO@LN will work when the co-located L-GW is placed in the serving MeNB. If Architecture 3C is used, a SIPTO bearer is operated in the MeNB which gets offloaded in dual connectivity to SeNB. The traffic offload is shown in Figure3. If Architecture 1A is used, a SIPTO bearer is operated in the MeNB which gets offloaded in dual connectivity to SeNB. The traffic offload is shown in Figure4.
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Figure3: 3C in Case1-a                                                Figure4: 1A in Case1-a
For 3C in Case1-a, the transfer of the data over X2 does not affect the SIPTO operation since the L-GW is located in MeNB, which means the SIPTO bearer establishment will not be impacted. The data are naturally transferred as RLC SDUs over X2 which has already been supported in R12 dual connectivity.
For 1A in Case1-a, the transfer of the data over X2 does not affect the SIPTO operation since the L-GW is located in MeNB either, which means the SIPTO bearer establishment will not be impacted. However, the data will be transferred as PDCP SDUs over X2 which needs to be supported with some enhancement based on R12 dual connectivity, e.g., the UL Forwarding GTP Tunnel Endpoint of L-GW shall be known by SeNB.
· Case1-b): The collocated L-GW is co-located in SeNB
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Figure5: Case1-b: The collocated L-GW is co-located in SeNB

In Case1-b, the SIPTO@LN will work when the co-located L-GW is placed in the SeNB. Because SeNB cannot be the actual controller of its co-located L-GW due to the fact S1-MME is terminated at MeNB, 3C in Case1-b does not exist.

If Architecture 1A is used, a SIPTO bearer is operated in the SeNB. The traffic offload is shown in Figure6.
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Figure6: 1A in Case1-b
For 1A in Case1-b, the MeNB needs to know the L-GW information which is located in the SeNB and can be used to establish the SIPTO bearer. While the MME supports SIPTO@LN activation for the requested APN based on the SIPTO permissions in the subscription data and received collocated L-GW IP address and transfer of the "SIPTO correlation id" to the MeNB and SeNB.
· Case1-c: Both MeNB and SeNB support collocated L-GW
In this case, since the MeNB is in charge of deciding the RRM related strategy, the simplest way is MeNB always choose the collocated L-GW in MeNB to support SIPTO@LN as Case1-a). 
Or MeNB can choose any solution in Case1-a) and Case1-b) based on local RRM strategy to support SIPTO@LN.
Propose 2: In the case of SIPTO@LN with collocated L-GW, the solutions for the following cases are evaluated as high priority: 1A in Case1-a、1A in Case1-b.
Case2: SIPTO at the Local Network with standalone GW
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                                                        Figure7: SIPTO@LN with standalone GW
First of all, there is no limitation on current specification that MeNB and SeNB shall connect to the same S-GW/L-GW for legacy UEs. Only when MeNB shares the same stand-alone S-GW/L-GW in the same local network with the SeNB, SIPTO@LN can be supported for dual connectivity UE. Then the following potential issues need to be considered and solved:
- how to choose a SeNB which shall connect to the same stand-alone GW as for MeNB
- whether relocating the serving S-GW to a stand-alone S-GW/L-GW needs to be supported
For 1A and 3C in Case2, if MeNB and SeNB belong to the same S-GW/L-GW, SIPTO@LN bearer establishment and the transfer of the data over X2 are the same as ordinary bearer and have been supported in R12 dual connectivity.
Propose 3: In the case of SIPTO@LN with standalone GW, the related issues analyzed above need to be solved.
2.3 LIPA Support in dual connectivity
According to TS22.220, 3GPP also had requirements on Local IP Access to the home. Due to the fact that 3GPP radio access technologies enable data transfer at higher data rates, the 3GPP operator community shows strong interest to offload selected IP traffic for the Home (e)NodeB Subsystem which saves transmission costs. LIPA@LN is another kind of local breakout technology. The usage of LIPA is to offload part of the traffic from the core network and send it directly to the local network, which can be used for enterprise or home deployment. LIPA L-GW can be co-located in a HeNB.
On the other hand, if SIPTO at local network with collocated L-GW become feasible, LIPA may be naturally supported, especially for open mode HeNB. 
The analysis is similar as SIPTO at the Local Network with collocated L-GW, except for the difference that the SIPTO@LN PDN connection is released after a handover is performed, and the collocated L-GW in the source eNB triggers the release over the S5 interface, while LIPA@LN PDN connection is released before a handover, which may have impact on the SeNB change procedure.
Propose 4: Support LIPA@LN in dual connectivity is needed which gives more flexible choice on traffic offload.
3. Conclusion
Here we provide the following observations and it is proposed to agree on the relative proposal.
Propose 1: It is necessary to support SIPTO@LN in dual connectivity.
Propose 2: In the case of SIPTO@LN with collocated L-GW, the solutions for the following cases are evaluated as high priority: 1A in Case1-a、1A in Case1-b.
Propose 3: In the case of SIPTO@LN with standalone GW, the related issues analyzed above need to be solved.
Propose 4: Support LIPA@LN in dual connectivity is needed which gives more flexible choice on traffic offload.
The corresponding text proposed to be added into the TR is provided in [2].
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