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Discussion
1 Introduction
One of the objectives of the SON WI is to enable smooth reconfiguration. “Smooth” in this context means such that connection failures are avoided and MRO at neighbour cells can swiftly be adapted to the new deployment. This has been assumed to require a notification about the deployment change. In this contribution we analyse the risks and gains and thus define the scope of the change that is needed.
2 Discussion

According to the TR [1], the main challenge associated with AAS reconfigurations are RLFs of the UEs connected to a cell that is reconfigured (problem (a)), HOFs of UEs handed over to a cell that is undergoing reconfiguration (problem (b)). Additionally, the need to restart MRO in case the new deployment is not familiar has been identified (may be considered as problem (c)). According to the TR, the first problem (a) can be resolved based on implementation, because the eNB that serves the connected UEs is the same that plans the reconfiguration. 
Incoming HOs

During the SON SI, it has been assumed the reconfiguration will be executed instantly when needed. This approach may indeed lead to a HOF if the cell that the UE measured is replaced with another one after the HO request is made. However, in reality it may be less strict: an eNB that receives a HO REQ message may wait with the execution of the reconfiguration until the HO is completed and it becomes problem (a). 
Observation 1: If the target eNB may delay the reconfiguration until the HO is completed, the UE can be treated eNB internally like the UEs already connected to cell to be re-configured and the HOF may be avoided.

However, there may still be a case of UEs incoming continuously, where delaying the reconfiguration would practically disable the reconfiguration: if the target is to wait for each HO to complete, it may need to postpone the execution of the reconfiguration for a long while. Since such high rate of incoming UEs may worsen thecongestion of the cell which triggered the splitting, the delay may cause further problems. In that case, the notification sent in advance may help – but it is tied to further requirements: the source must be aware of the time of the reconfiguration. Therefore, it requires the eNBs are synchronized. An alternative is to allow for a HOF, but to facilitate re-establishment: if the target can admit the re-establishment request, the failure may pass unnoticed for the user..
Observation 2: If the re-establishment can be guaranteed, the problem of HOF due to reconfiguration can be considered non-existent also in case of high load scenarios.
MRO switching

Another aspect is switching of MRO contexts at neighbours when the cell borders are changed. This stems from the fact that MRO optimization assumes a stable deployment and adjusts the mobility settings to the deployment. Now, if the deployment changes, MRO failure counts and parameter setting have to be adapted to the new situation. In order to accomplish it, the neighbors must be notified about the change. 
This defines the basic functionality: ability to inform the neighbours that new configuration is in place and to identify the deployment state. This enables MRO to switch to the saved settings when given deployment state is activated. However, when a new state is introduced, MRO must learn it. MRO is optimizing neighbor-cell specific CIO values which highly depend on the deployment configuration. Depending on information about the deployment states, for instance cell replacements, of the surrounding cells, the MRO switches to the corresponding instance and the cell reconfigures the handover parameters accordingly. Without getting informed about the type of deployment, MRO would need to start from the scratch after each change and hardly reach optimal settings. If more information about a new state is provided, e.g. cell relations, the MRO may base the optimization process on already known settings.
Proposal 1: For the purpose of MRO switching, the neighbours should be notified about the deployment changes, including information about the type of deployment to be used.

PCI management

One of the important requirements for the solution is to avoid restricting PCI management. Even though it is assumed that separate ECGI may be associated with each deployment state, the PCI may need to be reused to avoid shortages. It may therefore happen that a UE will report PCI which actually belongs to a different cell if PCI/EDGI association are not updated concurrently – a special AAS case of PCI confusion may be created. This may arise only during the period when the neighbor is not yet aware about the reconfiguration. This scenario, if confirmed, may require providing the notification in advance.
Proposal 2: Existing procedures that rely on UE reporting PCI only should be reviewed to verify if any problems related to reusing PCIs may arise if the notification is provided after the reconfiguration.
Notification method

The above considerations show that in most cases it should be sufficient that a notification sent after the reconfiguration. However, it has also be ensured that PCI confusion is avoided. Therefore, ate this stage, both cases need to be considered yet. The table below summarises the methods and their consequences.

Method 1: Notification based on cell IDs (each cell configuration, i.e. deployment type, is characterized with own set of cell IDs);
Method 2: Notification based on information about cell replacement configuration (i.e. the neighbor is not only provided with the information on new and delete cells, but also more details on the deployment change, e.g. cell relations);
	
	Method 1
	Method 2

	
	
	Before reconfiguration
	After reconfiguration

	Needed changes
	None
	Additional information on mutual cell relations;

Information on the time when the reconfiguration is to be executed
	Additional information on mutual cell relations

	Benefits 
(above basic functionality)
	None
	MRO may be spared of time needed to adapt to a new deployment;

No delay in reconfiguration in case of high rate of HOs
	MRO may be spared of time needed to adapt to a new deployment

	Drawbacks
	Requires a pool of cell IDs to be available for each cell
	Inter-eNB synchronization is needed;
	None


3 Summary
In this paper we’ve reviewed the problem statement and concluded that in most cases notification after the reconfiguration is sufficient, though PCI management consequences require further study. The only enhancement which may be considered as beneficial already now is the information on the cell relations. In order to facilitate the discussion, we’ve also prepared a CR [2] for information to demonstrate the needed changes. The CR may be further enhanced when the discussion is concluded.
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