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1 Introduction

RAN3 has started work on the new WI on group call eMBMS congestion management. After offline discussion exploring a number of solutions, a comparison table [1] and a way forward [2] were agreed.
According to [2], it is proposed that at RAN3 #85bis we should resolve all functional issues where possible, complete the evaluation of all solutions, and send an LS to SA2 with RAN3 recommendations, asking them to to review them and provide feedback.
In this paper we will compare the solutions in the agreed comparison table, propose a possible additional solution, and suggest possible guidelines for further evaluation.
2 Discussion
The scenarios identified (i.e. enabling efficient utilization of MBSFN subframes and avoiding service disruption, radio overload leading to service disruption) all refer to the problem of traffic exceeding a certain value typically expected by the eNB. This condition, in turn, is exacerbated if a large number of groups are multiplexed over the same MBMS bearer (referred to as “overbooking” in [1]). In fact, MBMS was not designed with this level of statistical multiplexing in mind.
Observation 1: Massive statistical multiplexing of traffic seems to be inappropriate for MBMS.
The observation above is valid for both bearer architectures considered by RAN3 (1 MBMS GBR bearer per PTT call group, 1 MBMS GBR bearer for multiple PTT call groups). MBSFN subframes are set up semi-statically, since this was appropriate for the broadcast data packets originally foreseen for this functionality (to be complemented by some occasional packet dropping in the worst case).

Proposal 1: RAN3 should recommend against multiplexing a large number of PTT call groups over MBSFN subframes, regardless of the solution.

2.1 Observations on the Proposed Solutions

We will briefly summarize the solutions discussed at the last meeting and make some additional observations with respect to what was already captured in [1]. First of all, none of the solutions discussed so far seem to address two key issues:

1. GCS AS behavior in response to any hypothetical congestion detection needs to be fully specified. It is not enough, in our opinion, to discuss and possibly standardize RAN, UE, and/or EPC behavior and leave GCS AS behavior to implementation;

2. In case several GCS ASs are involved, successful congestion mitigation relies on their mutual interaction. For example, one GCS AS might choose to behave opportunistically in case of congestion, not reducing its traffic and simply shifting the issue to all the others. On the other hand, if each GCS AS “fairly” reduces its traffic by a certain amount, the overall effect on the traffic will be that same amount multiplied by the number of GCS ASs.

Proposal 2: GCS AS behavior in case of congestion, as well as the interaction of multiple GCS ASs in case of congestion, needs to be fully specified. This should be mentioned to SA2.
We will now look at some aspects of the discussed solutions in addition to what was already discussed.
Solution 1 – eNB signals to GCS AS(s) via MCE, MME and BM-SC to indicate congestion/likely congestion, including a list of the TMGIs for which packets are flowing. The GCS AS(s) then decide(s) to switch some groups to unicast, or stops the call.

As discussed at the last meeting and in [3], several interfaces and nodes are involved in this solution, so it is questionable whether it can work fast enough to avoid/recover from the congestion situation and be stable enough to avoid a “ping-pong” between e.g. congestion (including on unicast) and MBMS packet loss due to all GCS AS(s) reacting in an uncoordinated manner. We believe, however, that this was not captured correctly in [1].
Proposal 3: Capture in the evaluation table that Sol. 1 will have issues with respect to speed and stability.
Solution 2 – eNB informs MCE about the congestion; for all eNBs in the MBSFN area, point-to-multipoint transmission may be suspended for one or more candidate TMGIs. MBMS counting may help MCE to know which bearers can be suspended/resumed in the MBSFN area.
This might be seen as a less complex version of Sol. 1 since the congestion notification does not get propagated to the GCS AS(s) and the only possible countermeasure here is MBMS suspension. Due to fact that the notification is only propagated to the MCE, this solution may have slightly less issues with respect to speed and stability than Sol. 1. This should be captured in the comparison.
Proposal 4: Capture in the evaluation table that Sol. 2 may have less issues with respect to speed and stability than Sol. 1.
Solution 2bis – Same as Sol. 2, but prior to removing the TMGI from MCCH, the eNB informs the UEs of further required actions. The eNB to UE signaling could be a “pre-coded NAS level (e.g. PDCP SDU level, or other NAS level) indication” or RRC/MAC signaling.

Due to the introduction of UE notification of impending packet loss, this solution has a much higher impact than the previous ones. The UE behavior following the notification, and its time frame, are unknown. This should be captured in the comparison.
Proposal 5: Capture in evaluation table that Sol. 2bis has a higher impact than Sols. 1 and 2, and that UE behavior and time frame for the behavior itself are unknown.
Solution 3 – Dynamic reconfiguration of non-MBSFN subframes into MBSFN subframes and back according to need.
Solution 4 – Over-provision MBSFN subframe(s) and use these for TM9/10 UEs when not needed for point-to-multipoint traffic.
Solution 5 – The eNB drops packets for a certain TMGI if there are not enough point-to-multipoint resources in the cell to send all the data; the UE is expected to take further action.
Sols. 3-5 rely on existing functionality. Sol. 3 in particular seems to rely on some sort of jointly assisted mechanism (possibly in OAM) to detect congestion and apply a new configuration. So this may pose additional questions with respect to their feasibility and effectiveness. On the other hand, over-provisioning (if feasible for the operator) may provide a way to at least minimize the occurrence of the problem. For Sol. 5 it seems unclear how the UE is expected to react when it detects packet loss for its TMGI(s), i.e. whether it autonomously switches to unicast or not.
Proposal 6: Sols. 3-5 may be considered as “existing solutions” in the sense that they rely on current functionality and do not impact signaling interfaces.
Solution 6 (to be further described) – the eNB signals to all UEs for all TMGIs that are sending data, that load reduction is needed. EITHER: GCS AS may have preconfigured at least one UE per TMGI per MBSFN area to report the eNB information to the GCS AS OR: all RRC connected UEs receiving the indication from the eNB, report the eNB information to the GCS AS.
This solution seems to have a higher impact on GCS UEs, since it requires a certain number of “early warning” UEs to be configured by the operator (according to the TMGI) or, in alternative, all UEs to be “early warners”. On the other hand, it has the big advantage of working completely “over the top” with no impact on RAN.
Proposal 7: Sol. 6 seems to have a higher impact on GCS UEs, but it has no impact on RAN.
2.2 MCE-GCS AS Open-Loop Coordination
An additional solution, with respect to those considered up to now, may be feasible, according to the steps below and shown in Figure 1:

1. The MME is pre-configured with information on the GCS AS(s) (e.g. how many there are, their nominal traffic rate and activity factor);

2. After successful configuration of MBSFN subframes, the MCE signals to the MME the configured MBSFN capacity for GCS;

3. The MME calculates a “traffic reduction factor” to account for:

a. How many GCS ASs are involved;

b. Whether a “fair” or “biased” load distribution is desired;

c. The possible different activity factors in the traffic flows from different GCS ASs.

4. The MME propagates this “traffic reduction factor” to all the GCS ASs through the MBMS GW and the BM-SC; different factors may be used toward different GCS ASs;

5. Each GCS AS shall reduce its traffic rate by the received factor in order to avoid congestion.
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Figure 1 Signaling flow for the proposed MCE-GCS AS open-loop coordination.
Notice that the procedure above happens only at MBSFN setup or reconfiguration, so it does not introduce a significant overhead. It is also possible to trigger it e.g. from OAM to readjust the values according to new conditions. Notice also that if the weight factor is properly chosen, the probability of MBSFN congestion can be minimized.
In addition, it may be possible to convey e.g. the nominal data rate and the activity factor for the GCS AS(s) from the BM-SC to the MME (shown as a dotted line in Figure 1) as assistance data for Steps 1 and 3 above. The BM-SC may be able to obtain such information either by configuration or by looking at e.g. the number of active MBMS sessions that have been successfully triggered. This could also provide the MME with updated information over time, in order to fine-tune its estimation as needed.

We see at least the following pros and cons with the open-loop coordination described above:
Pros

· No impact on UEs or eNBs unless signaling from the eNB to the MCE is desired;
· Open-loop, run-once mechanism – overall complexity does not seem high;
· It is possible to fine-tune according to the number of GCS ASs, the desired “fairness” (i.e. in order to obtain a “fair” or a “biased” reduction) and the different activity factors (if any);

· Solves the issue of inter-GCS AS coordination, since it is done by the MME;

· MME-GCS AS part can also be triggered independently from MBSFN reconfiguration, to readjust to varying traffic conditions;
· It seems more robust to enforce traffic limits by the MME (managed by the operator) than by the GCS AS (managed by a third party who, as discussed above, may gain from an “opportunistic” behavior);
· Sensitive information about available or configured capacity is never exchanged with the GCS AS(s) (i.e. it never leaves the operator’s domain).

Cons
· Impacts 4 interfaces (M3, Sm, Sg-imb, MB2-U) and 5 logical nodes (MCE, MME, MBMS GW, BM-SC, GCS AS);

· It is an open-loop mechanism, so it cannot be expected to “self-adjust”.

Proposal 8: RAN3 should discuss the MCE-GCS AS open-loop coordination mechanism described above and include it in the comparison.
3 Conclusions and Proposals
In order to proceed with the proposed way forward, we have presented some further observations not yet captured in the comparison table and we have proposed one further solution to the GC MBMS congestion mitigation scenario. Our proposals are summarized below.
Proposal 1: RAN3 should recommend against multiplexing a large number of PTT call groups over MBSFN subframes, regardless of the solution.

Proposal 2: GCS AS behavior in case of congestion, as well as the interaction of multiple GCS ASs in case of congestion, needs to be fully specified. This should be mentioned to SA2.

Proposal 3: Capture in the evaluation table that Sol. 1 will have issues with respect to speed and stability.

Proposal 4: Capture in the evaluation table that Sol. 2 may have less issues with respect to speed and stability than Sol. 1.
Proposal 5: Capture in evaluation table that Sol. 2bis has a higher impact than Sols. 1 and 2, and that UE behavior and time frame for the behavior itself are unknown.

Proposal 6: Sols. 3-5 may be considered as “existing solutions” in the sense that they rely on current functionality and do not impact signaling interfaces.

Proposal 7: Sol. 6 seems to have a higher impact on GCS UEs, but it has no impact on RAN.
Proposal 8: RAN3 should discuss the MCE-GCS AS open-loop coordination mechanism described above and include it in the comparison.
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