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1
Introduction
In this paper we continue the analysis and evaluation of solutions identified at RAN3#85 [1], and include a text proposal for an updated solutions description in annex. 
2
Discussion
The solutions identified in [1] may be resumed as follows:
· Solution 1: RAN reporting towards the EPC using network signaling
· Solution 2: The MCE suspends one or more TMGIs
· Solution 2bis: The MCE suspends one or more TMGIs after having announced the action to the UEs
· Solution 3: Dynamic configuration of MBSFN subframes
· Solution 4: Over-dimensioning
· Solution 5: Packet drop
· Solution 6: RAN reporting towards the EPC through the UEs

Here follows a few remarks with focus on solutions 1 and 2.
Solution 1: RAN reporting towards the EPC using network signaling
This solution implies that the decision point for TMGI dropping lies in the GCS AS, and not in the eNB where the congestion occurs. Such design has a certain number of weaknesses:

· Need to avoid oscillatory behaviour, which will require frequent signaling and detailed load level information.

· Coordinate between multiple GCS AS is not straight-forward (requires a new inter-GCS AS interface or OAM coordination).

It should also be noted that each eNB could potentially perform the congestion detection, which would create a high quantity of redundant signaling. The already mentioned EPC/OAM mechanism to trigger the congestion detection would need to take into account that only a single eNB is required to perform this functionality per MBSFN.
Solution 2 and 2bis: The MCE suspends one or more TMGIs
In this solution the decision point lies in the MCE, close to the eNB. Rel-12 standard, with the current MCCH scheduling period, offers the possibility for the MCE to make such decisions every 5s which could be sufficient taking into account reasonable resource margins. Shorter scheduling periods may be introduced in Rel-13 and could further improve the reactivity. It is also assumed that the MBMS broadcast continues a few seconds after the bearer has been removed from the MCCH, in order to allow service continuity while switching to unicast. 

The solution also has an obvious advantage with relation to the recovery scenario: Once the MCE decides that transmission can be resumed, it will announce the bearer on the MCCH and UEs can switch back to MBMS reception.
The TMGIs to suspend/resume can be decided based on ARP information. This information is TMGI-wide but may still take into account the UE distribution at least in some cases like groups with a low number of members or where the members will "never" be co-located, or groups created for a limited geographical area. Still it is not to be excluded that the MCE may benefit from extra information relative to the UE distribution, i.e. with a finer geographical resolution and/or dynamic updates, This aspect may be further studied by SA2, and enhancements possibly be provided in later releases. 
On the other side, selecting the TMGIs based on UE counting is not possible, because the UE can indicate interest in multiple TMGIs but at the device maybe only one is selected at any time for listening. The user of the UE can set a prioritised list on the device to be able to listen to whichever is the highest priority group that is transmitting content at any moment. Additionally, if a group priority goes up due to emergency status, the UE may automatically switch to receiving that group content. So, there is no way for the eNB to know which TMGI(s) each UE is actually receiving, or which has most importance to the user.

Proposal 1: Ask SA2 whether the ARP used for TMGI selection (suspend/resume), set by the GCS AS, can incorporate information relative to the geographical user distribution, or whether additional information could be provided to the MCE (possibly in later releases). 
These and some other aspects are included in the TP of the annex of this paper with an updated table format. In particular we provide replies to functional issues, and also propose to emphasize aspects of the recovery scenario (important in order to provide a robust solution) by adding a specific row. 
Proposal 2: Discuss and agree upon the TP in annex of this paper.

We would finally propose to send an LS to SA2 (cc. CT3, CT4, RAN2) proposing to use solution 2.

Proposal 3: Send an LS to SA2 (cc. CT3, CT4, RAN2) containing solution 2 for further evaluation.

3
Conclusion
We have provided the following proposals:
Proposal 1: Ask SA2 whether the ARP used for TMGI selection (suspend/resume), set by the GCS AS, can incorporate information relative to the geographical user distribution, or whether additional information could be provided to the MCE (possibly in later releases).
Proposal 2: Discuss and agree upon the TP in annex of this paper.

Proposal 3: Send an LS to SA2 (cc. CT3, CT4, RAN2) containing solution 2 for further evaluation.

A draft LS is submitted to this meeting in [2].
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Annex – TP for updated solution description

[Revision marks on top of R3-141974 + change of the table format]
RAN solution 1: RAN reporting towards the EPC using network signaling.
	Description:
	eNB signaling to GCS AS via MCE, MME and BM-SC to indicate the issue (high load (metric?), overload, recovery) and a list of the TMGIs for which media data is currently flowing. The GCS AS(s) then decide to switch some groups to unicast, or stop the call.

	Functional issues:
	1. How to ensure GCS AS switches or drops the correct number of groups?
- RAN3 assumption: implementation based strategy based on information available in the GCS AS, e.g. QoS and Traffic Activity Factor per TMGI..
1.bis Coordination of the reaction of multiple GCS-AS?
- Need for an interface between GCS ASs, or OAM coordination between GCS ASs
2. How does the GCS AS identify the involved UEs? 
- Based on location information provided by the MCE (SAI(s) concerned by the congestion, or list of all cell IDs within the congested MBSFN).
3. How does the eNB know that it needs to perform congestion detection? Is it based on OAM, or requested by CN/GCS AS?
- To be decided by SA2. The eNB/MCE needs to know through which MBMS GW and/or BMSC the reporting has to be routed. Only one eNB is needed for congestion detection per MBSFN, otherwise there will be redundant signaling;
4. Does eNB monitor all MCHs, or specific MCH(s) / bearers ? For latter case, how does eNB know the related MCH(s)? 
- The eNB only monitors MCH(s) / bearers conveying MCPTT, identified by new QCI.
5. Does the eNB send the indication periodically, or event-basis? 
- Event-triggered reporting will have the advantage of avoiding unnecessary signaling (traffic peaks are considered to be a rare event).

6. Need to handle eNB reset in case of event-triggered reporting.
- How to do this will depend on SA2's choice for bullet 3 above (OAM or signaling triggered reporting).
[same as 1]
8. Granularity of the notification (message periodicity, load level).

	Recovery:
	It is unclear when the eNB should notify "end of congestion". Avoidance of oscillatory behaviour will require frequent signaling and detailed load level information.

	Pros:
	1. Can be used for groups multiplexed in same TMGI and non-multiplexed groups

	Cons:
	1. Many nodes and signaling interfaces are involved.
2. Needs configuration to avoid redundant signaling (from all eNBs)
3. Decision is taken far from the congestion point -> need for frequent messages


	System impacts (CN, RAN, UE)
	RAN, CN


RAN solution 2: The MCE suspends one or more TMGIs
	Description:
	eNB informs MCE about the congestion. For all eNBs in the MBSFN area, PTM transmission may be suspended for one or more of the candidate TMGIs. 

ARP info may help MCE to know which bearers can be suspended/resumed in the MBSFN area.

	Functional issues:
	1. How to ensure GCS AS switches or drops the correct number of groups?
- Not applicable – the decision is taken by the MCE, and no groups are dropped (only suspended). 
1.bis Coordination of the reaction of multiple GCS-AS? 
- Not applicable.
2. How does this work in aligned way if MCE is in eNB?
- Distributed MCEs within an MBSFN area will need to apply the same algorithm to select which TMGI(s) to be suspended, and from which point in time.
3. How does UE know further actions as a result of suspension, e.g. following switch to unicast?
- The MCE autonomously reannounces the TMGI on the MCCH (stops the suspension). The UE will then indicate on GC1 that it again receives the PTM bearer.
4. How does eNB communicate to MCE that there is congestion / recovery?
- Control plane M2 signaling.

	Recovery:
	When the MCE decides that transmission can be resumed, it will announce the bearer on the MCCH and UEs can switch back to MBMS reception.

	Pros:
	1. Reuses some available mechanisms (suspension).

2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.
4. Recovery (PTP -> PTM) based on legacy functionality.

	Cons:
	1. If groups muxd in same TMGI, all groups will be suspended at the same time.

2. Service disruption likely due to MCCH notification delay.
- A decision point every 5s may be sufficient. Shorter scheduling periods may be introduced in Rel-13 and could further improve the reactivity. It is also assumed that the MBMS broadcast continues a few seconds after the bearer has been removed from the MCCH, in order to allow service continuity while switching to unicast.

	System impacts (CN, RAN, UE)
	RAN


RAN solution 2bis: The MCE suspends one or more TMGIs after having announced the action to the UEs
	Description:
	Same as 2, but prior to removing the TMGI from MCCH, the eNB informs the UEs of further required actions. The eNB to UE signalling could be a “pre-coded NAS level (e.g. PDCP SDU level, or other NAS level) indication” or RRC/MAC signalling.

	Functional issues:
	1. Assume eNB can use counting report from UEs to decide whether to tell UEs to setup unicast.
- Counting report may not be applicable. Same TMGI selection method as for solution 2.
2. Alignment of the eNB decision with MCE decision.
- Distributed MCEs within an MBSFN area will need to apply the same algorithm to select which TMGI(s) to be suspended, and from which point in time.
3. As the MCE has no knowledge of the user plane, how does the eNB transmit the information to the UEs.
4. GCSE UEs may be in idle mode.

	Pros:
	

	Cons:
	

	System impacts (CN, RAN, UE)
	RAN, UE


RAN solution 3: Dynamic configuration of MBSFN subframes.
	Description:
	Dynamic reconfiguration of “non-MBSFN subframes” to “MBSFN subframes” and back again is performed.

	Functional issues:
	More detail needed on how this would be performed.

	Pros:
	1. Probably little standardization impact.

2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen

	Cons:
	1. Less efficient handling of PTT when some groups could have been moved back to unicast instead.

2. Slow reaction time.

3. May cause service disruption.

	System impacts (CN, RAN, UE)
	RAN


RAN solution 4: Over-dimensioning
	Description:
	Over-dimension MBSFN subframes required, and use these for TM9/10 UEs when PTM traffic does not need it.

	Functional issues:
	

	Pros:
	1. No changes to specs required.

2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.

	Cons:
	1. The granularity of MBSFN resource dimensioning will likely mean parts of MBSFN subframes are wasted in “normal operation”.

2. Are there enough TM9/10 mobiles to fill the unused frames?

	System impacts (CN, RAN, UE)
	Relies on existing functionality


RAN solution 5: Packet drop
	Description:
	The eNode B would drop remaining data packets for a TMGI if there is not enough PTM resource dimensioned in the cell to send all of the data. UE would be expected to take further actions.

	Functional issues:
	1. How to make sure all eNode Bs drop the packets from the bearers with low numbers of users interested, and how to update this in eNB? 
- Algorithms must be aligned.
2. How does UE detect that packets were dropped considering low activity level of PTT?
- Packet dropping done on bearers with the highest activity.
3. UE may need some (per cell) understanding of whether it should establish unicast or not.
- It may suffice that the UE indicates how many packets were dropped, or how frequently the packet dropping occurs.?

	Pros:
	1. No changes to specs required.

2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen

	Cons:
	1. Causes service disruption (of the lowest priority TMGIs).

2. No possibility for the CN to mitigate the situation.

	System impacts (CN, RAN, UE)
	


RAN solution 6 (to be further described): RAN reporting towards the EPC through the UEs.
	Description:
	eNB tells all UEs for all TMGIs that are sending data that load reduction is needed.

EITHER:

- GCS AS may have preconfigured at least one UE per TMGI per MBSFN area to report the eNB information to the GCS AS

OR:

- all RRC connected UEs receiving the indication from the eNB, report the eNB information to the GCS AS.

	Functional issues:
	1. How to ensure GCS AS switches or drops the correct number of groups?

1.bis Coordination of the reaction of multiple GCS-AS? 

2. The actual benefit of the “UE pre-configuration” component is unclear. 

3. New signaling is required over GC1. 

4. How does the GCS AS know how much action it needs to take to resolve the issue. 

	Pros:
	1. Can be used for groups multiplexed in same TMGI and non-multiplexed groups

	Cons:
	It seems not possible for different eNBs to make the same decisions and at the same time (the solution requires synchronised packet marking).

	System impacts (CN, RAN, UE)
	RAN, UE, CN
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