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1 Introduction

In R3-142327 as well as in other documents submitted at RAN3#85bis for the topic of RAN Sharing Enhancements, the following was proposed:

Proposal 1: It is proposed to agree that X2 Resource Status reporting procedure enhancement should focus on allowing the RAN to gain an understanding of the resources in use per sharing operator with respect to pre-set resource limits.
Proposal 2: It is proposed to agree that X2 Resource Status reporting procedure is to be enhanced to report all load information at per PLMN or per PLMN-group levels as well as the assumed quota for each sharing operator.
In R3-142339 the proposals above are taken one step further and the following is outlined:
Observation 1: Current Mobility Settings Change procedure does not Allow two eNBs to move UEs in opposite directions Simultaneously in order to respect RAN Sharing quota Agreements
Proposal 1: RAN3 is kindly requested to Agree that Mobility Settings Change procedure has to be enhanced to enable Selective Offloading in RAN Sharing Situations.
In this paper an important aspect of the discussions carried out on load balancing for RAN sharing is highlighted, namely whether it is feasible to agree to the reference scenario where per PLMN load reporting is 

2 Discussion
During discussions on load reporting per PLMN it was pointed out that it is not obvious to agree to a reference scenario where UEs are handed over to a cell that is sub-optimal from a radio point of view, while resources in such cell are still available.
This was in part captured in the following excerpt of TR36.856:

Mobility Load Balancing, namely handing over UEs to neighbour cells, may not be appropriate if QoS can still be guaranteed within a cell. Namely, if there are unused resources in the cell that can be employed to ensure sufficient QoS for all UEs such resources may be used instead of forcing mobility load balancing actions:

-
Therefore, even if resources of a sharing operator in a shared cell are exhausted, it should be possible to avoid mobility load balancing if spare unused resources are available in the cell to guarantee sufficient QoS for all UEs.

It needs to be highlighted that under normal load conditions UEs connect and handover to the cell that best serve them from a radio point of view. When a UE is offloaded for load reasons to a different cell, this implies to choose move the UE to a cell that is suboptimal from a radio point of view.

Moving UEs to cells that are not the best from a radio point of view implies:

· To increase intra cell interference

· To increase cross cell interference 

· To increase transmission power 

· To increase UE battery consumption   

The above shortfalls would reduce the overall system performance, possibly denying any benefit that a load balancing action may provide but above all, affecting also those operators for which overload did not occur.

Observation 1: Offloading UEs to cells that are suboptimal from a radio point of view implies degradation of performance in serving and neighbouring cells. The performance gains/losses of offloading to suboptimal cells while resources are still available in serving cell need to be evaluated before the scenario can be agreed.
During discussions carried out as part of the RAN Enhancements SI, it was pointed out by interested operators that the scenario currently in place is a “first come, first serve” scenario, where the following happens:

1) UEs are admitted to a shared cell until resources in the shared cell are available

2) When the shared cell becomes overloaded, UEs are offloaded based on their selected PLMN ID and based on the resource share assigned to their serving operator

According to the scenario above, load balancing based on a per sharing operator PLMN ID can still be performed, but moving UEs to radio-suboptimal cells is limited to the case where the serving cell is fully saturated.

It is worth noticing that in this scenario there is no need of any per PLMN ID load reporting because of the following:

a) The serving shared cell is aware of the resource share of each sharing operator

b) The serving shard cell is aware of the selected PLMN for each UE

c) The serving shared cell is aware of the available capacity of neighbouring cells by means of existing Load Indication procedures

d) When the serving shared cell is overloaded it can trigger offloading based on the selected PLMN of each UE and whether the sharing operator associated to such selected PLMN has exceeded its resource share

Observation 2: In the currently deployed “first come first served” RAN sharing scenario, existing Load Information mechanisms are sufficient to allow per sharing operator load balancing

3 Conclusion
In this paper it has been explained that offloading UEs for load balancing reasons to cells that are not the best from a radio point of view causes system performance degradation which is likely to cancel potential load balancing gains and indeed result in a negative gain.

It was also described that currently deployed RAN sharing schemes are based on a first come first serve mechanism, where load balancing is triggered when the shared cell is saturated.
According to such approaches, there is no need of reporting per PLMN load information.

Therefore, before agreeing to the need of signalling per PLMN load, it should be agreed whether the scenario of offloading UEs to radio-suboptimal cells while resources in serving cell are still available shall be taken as reference. In case such scenario is acknowledged, RAN3 shall at least document that such RAN sharing load balancing approach may result in system performance degradation.
Proposal: it is proposed to discuss the potential performance degradation of a load balancing scenario where UEs are offloaded while resources are still available in a cell. It is proposed to take an agreement concerning the validity of such scenarios and to document potential performance degradation issues[image: image1.jpg]Y




