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Issues with the proposed solution evaluations
There are some issues with the proposed solution evaluations:
1) The assumption that TMGI suspension by MCE is the way to solve MBMS congestion / overload is not clearly identified for the solutions where it applies. Our opinion is that TMGI suspension is rarely necessary, it involves suboptimal selection of the TMGIs to suspend and can be too slow for mission critical applications. Instead, the solution should rely on temporarily and rapidly stopping, modifying and/or redirecting traffic in the user plane, controlled at the point where application aware information is available. The Functional issues column should state which method the solution uses. 
2) The alleged limitations in the GCS AS specs (e.g. what exactly are the GCS actions, how are multiple GCS AS coordinated, how does the GCS AS identify UEs, what is the impact of  the non-existent GC1 interface in Rel-12), are totally out of scope for RAN3. RAN3 should identify the issues and to ask SA2 for more information, but should not include the GCS AS problems in the evaluation of solutions, nor should express a preference for a solution over another, until AFTER SA2 has responded.. Note that otherwise, if the GCS AS issues are considered, the non-existence of a GC1 interface in Rel-12 disqualifies for Rel-12 all the proposed solutions that rely on the UE notifying the GCS AS.   
3) If problems affects multiple solutions, they should be stated repeatedly, for each solution, rather than just affixing the problems to one of them. In particular Solution 1 has been assigned 7 Functional Issues and 4 Cons (some of which repeat the “issue” identified by the 7 Functional issues) . Summary analysis shows that some solutions with fewer “functional issues and cons” really have the same “issues” as Solution 1. Without these changes an objective analysis and optimal decision may be hard to attain. 
Text of original contribution follows below:
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Some Proposed Changes
	RAN solutions
	Functional issues
	Pros
	Cons
	System impacts CN, RAN, UE

	Solution 1: eNode B signalling to GCS AS via MCE, MME and BM-SC to indicate the issue (scenario 1 or 2) and a list of the TMGIs for which media data is currently flowing. The GCS AS(s) then decide to switch some groups to unicast, or stops the call.
	1. How to ensure GCS AS switches or drops the correct number of groups?

Answer: eNode B reporting level of MCH/subframe utilization up the chain to GCS AS would help.
1.bis Coordination of the reaction of multiple GCS-AS?

Possibly could bear in mind how many of the indicated TMGIs belong to it and decide a weighting. 

2. How does the GCS AS identify the involved UEs?

Probably based on the location that it is informed about when UEs change cell (SA2 defined). 
3. How does the eNB know that it needs to perform congestion detection? Is it based on OAM, or requested by CN/GCAS?

Could be O&M or could be configured via MCE.
4. Does eNB monitor all MCHs, or specific MCH(s) / bearers ? For later case, how does eNB know the related MCH(s)? 

Configured via MCE?
5. Does the eNB send the indication periodically, or event-basis? 

Even-triggered would be more efficient.

6. Need to handle eNB reset in case of event-triggered reporting.

7. How does the GCS AS know how much action it needs to take to resolve the issue.

Reporting explicit utilization level of MCHs/subframes could help?
	1. Can be used for groups multiplexed in same TMGI and non-multiplexed groups
2. More flexibility in the initial action taken by GCS AS to resolve the issue, without UE having to trigger unicast first (although unclear why it would not attempt unicast).

3. Different groups could be contacted and put into unicast in a staggered way. 
4. Relies on user plane modifications. May, but does not have to order suspension of TMGIs
5. Works in Rel-12 w/o the GC1 interface and w/o involving RAN2 type changes.
	1. Many nodes and signaling interfaces are involved
.
2. GCS AS would need to have some mapping of the MBSFN area to cell areas.

3. When different operator managing GCS AS and RAN, RAN operator would need to rely on GCS AS operator to buy quite complex GCS AS functionality.

4. Multiple GCS AS case, all GCS AS may need a similar algorithm.

	RAN, CN

	Solution 2: eNodeB informs MCE about the congestionFor all eNodeBs in the MBSFN area, PTM transmission may be suspended for one or more of the candidate TMGIs. 

RAN-level counting info may help MCE to know which bearers can be suspended/resumed in the MBSFN area.

	1. How to ensure GCS AS switches or drops the correct number of groups?

No issue here as MCE coordinates.
1.bis Coordination of the reaction of multiple GCS-AS?

Not an issue here.
2. How does this work in aligned way if MCE is in eNB?
Unclear.
3. How does UE know further actions as a result of suspension, e.g. following switch to unicast?
4. How does eNB communicate to MCE that there is congestion / recovery?
New reporting procedure.
The issue is less about reporting. but how does the MCE bring back (restores) the TMGIs that it suspended without involvement of the GCS AS ?
	1. Reuses some available mechanisms (counting, suspension).
2. No new RAN/EPC interdependency, so no reliance from one operator on another.

3. No new EPC functionality is foreseen (TBD).
	1. If groups muxd in same TMGI, all groups will be suspended at the same time.
2. Service disruption likely due to MCCH notification delay.

3. Unclear how to ensure all eNode Bs react in same way at same time with distributed MCEs.

4. Possibly many UEs/groups hitting the GCS AS all at the same time with unicast requests for unicast (due to possible accumulation throughout the 5 seconds as load increases).
	RAN

	Solution 2bis(i): 2bis with multicast signalling to UEs.
	Additional points to 2
1. How to signal information to UE?

- New MSI signalling

- MTCH application packet
MSI vs MTCH comparison

1. If MSI approach, RAN2 impact (but very small and no ASN1 impact), whereas MTCH has no RAN2 impact.

2. If MTCH application packet, higher overhead on MBMS channels on air interface compared to MSI solution, which may be a problem when eNode B has an MBMS load problem.
If the GCS AS is notified (via future GC1 interface) and can modify the user plane, why is it still necessary to suspend TMGIs and have the problem of restoring them afterwards ? 
	1. Reuses some available mechanisms (counting, suspension).

2. No new RAN/EPC interdependency, so no reliance from one operator on another.

3. No new EPC functionality is foreseen (TBD).
4. Service disruption can be minimised/avoided.

5. Switches to unicast of different groups can be staggered.


	1. If groups muxd in same TMGI, all groups will be suspended at the same time.

3. Unclear how to ensure all eNode Bs react in same way at same time with distributed MCEs.

	RAN, UE

	Solution 2bis(ii): 2bis with unicast signalling to UEs.
	Additional points to 2
1. How to signal information to UE?

- Application packet sent to each UE individually

- New paging record (IDLE mode UEs)

Paging record vs application packet comparison:

1) Paging record less overhead and less delay than application packet.

2) Application packet has no RAN2 spec impact whereas new paging record does.


	1. Reuses some available mechanisms (counting, suspension).

2. No new RAN/EPC interdependency, so no reliance from one operator on another.

3. No new EPC functionality is foreseen (TBD).
4. Service disruption can be minimised/avoided.

5. Switches to unicast of different groups can be staggered.


	1. If groups muxd in same TMGI, all groups will be suspended at the same time.

3. Unclear how to ensure all eNode Bs react in same way at same time with distributed MCEs.

4. More overhead than PTM signalling solution.
5. More delay than PTM signalling solution.
	RAN, UE

	Solution 3: Dynamic reconfiguration of “non-MBSFN subframes” to “MBSFN subframes” and back again is performed. 


	More detail needed on how this would be performed.
NOTE: There may be more pros and cons once the solution is more clearly described.

	1. Probably little standardization impact.
2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.
	1. Less efficient handling of PTT when some groups could have been moved back to unicast instead.
2. Slow reaction time.

3. May cause service disruption.
4. Could seriously reduce unicast capacity
	RAN


	Solution 4: Over-dimension MBSFN subframes required, and use these for TM9/10 UEs when PTM traffic does not need it.

	NOTE: Could be optimised to allow eNode B load reporting to MCE to allow informed suspension. In that case pros and cons would be reduced.
	1. No changes to specs required.
2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.
	1. The granularity of MBSFN resource dimensioning will likely mean parts of MBSFN subframes are wasted in “normal operation”.

2. Unclear if there would be enough TM9/10 mobiles to fill the unused frames, so cell capacity is likely to be wasted.
3. MCE has no knowledge of the load situation in eNB, so cannot take informed action to suspend/resume bearers when needed when scenario 2 occurs.


	Relies on existing functionality

	Solution 5: 
The eNode B would drop remaining data packets for a TMGI if there is not enough PTM resource dimensioned in the cell to send all of the data. UE would be expected to take further actions.
	1. How to make sure all eNode Bs drop the packets from the bearers with low numbers of users interested, and how to update this in eNB? 
eNode B counting procedure? But would likely also need ARP (and QCI?) to be sent to eNode B for each bearer?
2. How does UE detect that packets were dropped considering low activity level of PTT?
Unclear how it knows unless situation recovers afterwards.
3. UE may need some (per cell) understanding of whether it should establish unicast or not.
Probably not strictly necessary.

	1. No changes to specs required.

2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.
	1. Causes major service disruption (of the lowest priority TMGIs, or low user groups).
2. No possibility for the CN to mitigate the situation.
3. UE behaviour would need to be defined/tested by somebody if the eNode B was to actively do this to push users to unicast.


	

	Solution 6 (to be further described): eNB tells all UEs for all TMGIs that are sending data that load reduction is needed.

EITHER:

- GCS AS may have preconfigured at least one UE per TMGI per MBSFN area to report the eNB information to the GCS AS
OR:

- all RRC connected UEs receiving the indication from the eNB, report the eNB information to the GCS AS.
	1. How to ensure GCS AS switches or drops the correct number of groups?

1.bis Coordination of the reaction of multiple GCS-AS? 

The actual benefit of the “UE pre-configuration” component is unclear. 

New signalling is required over GC1. 

How does the GCS AS know how much action it needs to take to resolve the issue. 
NOTE: This could use much the same functionality as 2bis. Many of the same pros and cons of solution 1.

	1. Can be used for groups multiplexed in same TMGI and non-multiplexed groups


	It seems not possible for different eNBs to make the same decisions and at the same time (the solution requires synchronised packet marking).


	RAN, UE, CN


3
Proposal

It is proposed to use this as input to the final Pros/Cons table to evaluate the solutions for this work item.
�In SA2’s scope and Out of scope for RAN3. Equally applicable to all other solutions that rely on GCS AS functionality. Send liaison to SA2, instead of listing it here.


�Out of scope for RAN3, in scope for SA2. Send liaison to SA2, instead of listing it as an issue. 


�Out of scope for RAN3, in scope for SA2. Send liaison to SA2, instead of listing it as an issue.


�This question apply to  all solutions, since the congestion detection has to be at the eNB, where the user plane is routed via M1.


�Why is this a Sol 1 only issue


�Applies to other solutions, not just to Sol 1


�Same comment as above


�Out of scope for RAN3. Send liaison to SA2 and wait for the response , instead of assuming that it may be an issue. 


�The path for Sol 1 is eNB->MCE->MME->MBMS_GW->BM-SC->GCS AS,


i.e. 5 traversed interfaces. For Sol 2Bis the path is  eNB->MCE->eNB->UE->eNB->SGW/PGW-> GCS AS, i.e. 6 traversed interface


�Again out of scope for RAN3, in scope for SA2, send liaison. When the GCS AS sets the MBMS bearer it indicates the distribution area via SAIs, so of course it knows the areas.. So why is this a con for GCS AS?.


�Out of scope for RAN3


�Out of scope for RAN3, send liaison to SA2 instead of listing it as an issue before getting an answer.


�How long does this take ? How about the UEs which receive MBMS in idle mode and cannot be counted by MCE, but can be generally known by the GCS AS ?


�The issue is dropping the correct groups not the correct number of groups. All it can do is suspend bearers 


�See comments above.


�Probably unacceptable especially in cases of emergency.


�Are there RAN2 issues of backwards (in)compatibility here ?


�GC1 is out of scope for RAN3.The issue applies to *all* Solutions where GCS AS orders  changes to the UEs. 


�Actually UE may also be impacted. If the UE currently handles TMGIs, it may need to handle a seemless transition while reconfiguration occurs.


�TM9/10 UEs may recuperate unicast capacity to use it for some applications e.g. messaging. It is unclear if  the capacity can be reused for applications such as VoiceIP.  


�The solution seems directed toward handling dropped packets. Unclear if it can detect congestion that does not reach the level of dropping packets. 


�There is a hidden requirement here to specify (standardize) the exact procedure to be used by all the eNBs to select which packets are to be “marked”.
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