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1
Introduction
Group call communication using Push-To-Talk (PTT) voice services is an essential component of public safety communication. In order for LTE operators to support this requirement from the public safety authorities, eMBMS has been identified as a key feature.

However there seem to be some improvements needed to ensure that eMBMS can be used to effectively operate public safety services. To cover those aspects, at RAN#64, a new Work Item on ‘Group Call eMBMS Congestion Management’ was agreed in RP-141035 [1]. 
The aim of this contribution is to provide some background, identify the problem scenarios, and describe some possible solutions for fulfilling the work item objectives. 
2
Work item objectives
The objectives of the new work item are copied below:

RAN3 to investigate (liaising with SA/CT groups as necessary) and subsequently specify (as necessary) the RAN3 aspects of the solution to ensure that the Group Call Services Application Server(s) can act on the following situations while operating Group Call for Public Safety services:

1) Imminent service disruption likely, when there is a high likelihood that there will soon be more overall requested throughput than the eMBMS configured radio capacity (which would cause service disruption to one or more groups).

2) Actual service disruption, caused by actual eMBMS overload or failure. 

3) Recovery from the above situations 1 and 2.

Additionally RAN3 should clarify whether, in the existing architecture, multiple GCS ASs and BM-SCs are able to serve the same eNode B. 

The solution should be consistent with existing architecture reference model described in the stage 2 TS 23.468, also noting that the BMSC and GCS AS may be operated independently of the RAN (different operators).
3
Further background
3.1
Traffic profile of PTT
The nature of PTT voice traffic used for Group Call communications is such that in normal situations, the traffic activity factor is typically very low, as low as 1%, although of course this may vary. The reliability of PTT voice traffic is required to be very high for the Public Safety use case. So dropping voice calls shall be avoided as much as possible.

What does this mean?

· When using eMBMS to handle PTT voice traffic, in order to ensure a reasonable radio efficiency of the PTM transmission, it is essential that multiple talk groups can be multiplexed into the same MCH and MBSFN subframe by the eNode B.
· In situations where there are only a few groups in the cell or MBSFN area with high numbers of users present, allocating even a single MBSFN subframe even for use by a few groups with high numbers of users is not radio efficient, so it should be possible to maximise usage of this resource by multiplexing other PTT voice groups in, even when those groups have low numbers of users present.

3.2
System architecture aspects:

Whereas it is typically by 3GPP that the whole network is operated by the same operator, for Group communication for Public Safety, it is highly likely that there will be markets where the Group Call Application Server(s) and BM-SC will be operated by Company A, and the RAN (MCE and eNode B) will be operated by Company B. Furthermore, Company A and Company B may not have much communication to align system operation, and may even be competitors. 
This means that the RAN cannot rely on the GCS AS and BM-SC having complex O&M configuration data to enable a smooth capacity operation by the RAN.

The SA2 stage 2 TR 23.468 indicates that multiple GCS AS may provide traffic to UEs under the same eNB, however it does not seem clear whether there can be multiple BM-SCs to the same eNode B.
This means that the GCS AS cannot use the observed traffic flow to estimate the eMBMS traffic loading at the eNode B. And in any case we do not believe that the GCS AS will monitor traffic levels in real-time.
4
Problem scenarios
4.1
Scenario 1: Enabling efficient utilization of MBSFN subframes and avoiding service disruption
The starting assumptions in this scenario are:

· The operator would try to make best use of the MBSFN subframes configured.

· For MBSFN subframes where MCH is configured (or PTM traffic is active) for some groups, it is likely that the operator would try to utilise this for as many of the active groups in the MBSFN area as possible (even those groups where the number of users does not really warrant PTM transmission and could be handled via unicast). 
· For MBSFN subframes where there are no MCHs configured, the operator may try to use these for unicast transmission – if there are TM9/TM10 supporting UEs available. If such UEs are not available, the operator may be more conservative in the MBSFN subframes it allocates.
So, while the operator tries to make best usage of the MBMS resources (subframes) that are being used for PTM traffic, in doing this there will likely be a number of groups using the PTM resource that do not really need PTM transmission. Therefore, when the traffic utilization goes beyond a threshold, the eNode B should be able to make the GCS AS aware, so that the GCS AS can then move such groups to unicast transmission.

Example:

The threshold could be set at 1 MBSFN subframe, and once this is in danger of being fully utilized, the GCS AS is made aware by the eNode B, and starts moving groups with low numbers of users to unicast.
· If only 1 MBSFN subframe were configured for the MBSFN area, e.g. due to TM9/10 UEs not being available and the operator being conservative in the MBMS subframes configured, a lack of this information may imminently lead to service disruption.
· If more than 1 MBSFN subframe is available and enough TM9/10 UEs are available, service disruption may not occur as the PTM data would overflow onto other subframes, but the same mechanism would allow the 1st MBSFN subframe to be used efficiently (for groups with high and low numbers of users) but also make sure that more than 1 MBSFN subframe is only used for PTM traffic when PTM transmission is really needed (i.e. when there are only groups with high numbers of users using PTM transmission).
4.2
Scenario 2: Radio capacity overload leading to service disruption
In the overload scenario there is (almost) no eMBMS capacity left to carry the generated PTM traffic and only groups with high numbers of users are using PTM transmission. In this case, moving such groups back to unicast would likely cause problems for the other users in the cell, and therefore probably the only option would be to pre-empt some groups to alleviate the situation.

4.3
Scenario 3: Other MBMS failure scenarios

There may be other MBMS failure scenarios caused by other factors, but these are not described in this document.

5
Some proposed solutions for handling scenario 1 and 2 problems
5.1
Scenario 1 solution 

The following information is proposed to be reported from RAN to BM-SC and GCS AS:

· “High traffic utilization on MBSFN subframe” indicated from eNode B to MCE and from MCE to MME, MBMS GW, BM-SC and GCS AS once the 1st MBSFN subframe starts to become fully utilized, and PMCH starts to use other MBSFN subframes configured for the MBSFN area.

· A list of “TMGIs that are generating traffic for the heavy utilized PMCH” is contained in the above indication and reported by MCE and/or eNB towards the Core Network. 
A combination of these indications will allow the GCS AS to know which talk groups are worth moving to unicast (based on its understanding of numbers of users per talk group in that area AND that these groups are actually receiving traffic), and ensures the indication can be routed to the relevant BM-SC(s) and GCS AS(s).
It seems reasonable to assume that the indications are reported periodically until the traffic utilization level reduces again. But there may be other behaviours worth investigating.
5.2
Scenario 2 solution 

If the utilization level does not reduce (and instead continues to increase such that even when all configured MBSFN subframes for that MBSFN area are being utilized for groups with high numbers of users, the eNode B cannot handle the traffic generated, then this would lead to an “overload” scenario, and the GCS AS would need to know about this, and also make a smart decision about which groups to pre-empt. 

Therefore the following information is proposed:

· Overload indication for Group Call eMBMS resource” reported from eNode B to MCE and from MCE to BM-SC and GCS AS to say that eMBMS resource (which may be a subset of the total eMBMS MCHs) for Group Call is overloaded.
· “TMGIs that are generating traffic for the Group Call eMBMS PMCHs” contained in the above indication and reported by MCE and/or eNB towards BM-SC(s) and GCS AS(s).

It seems reasonable to assume that the indications are reported periodically until the traffic utilization level reduces again. But there may be other behaviours worth investigating.

6
Proposed way forward
It is proposed that RAN3:

· Discusses and agrees on the problem scenarios in this document.

· Studies (and hopefully agrees) whether the proposed solutions are suitable to solve the stated problems.

· Keeps SA2 and CT4 informed on agreements made in RAN3, where relevant, given that there may be specification impacts to interfaces within EPC.
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