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Discussion
1 Introduction 
In order to address the problem highlighted in [1] in relation to MLB, it was already agreed that the current Load Reporting mechanism has to be enhanced to report load per PLMN-ID granularity. Along with these lines, the following agreement was made in RAN3 #83bis:

Agreement: Resource Status Update message should be enhanced per-PLMN basis 
Such load reporting enhancement is useless if such extra piece of information is not taken into account when Mobility Settings Change procedure is employed to offload traffic in RAN Sharing Situations. Hence, this paper argues that Mobility Settings Change procedure has to be flexible enough to be applied per PLMN-ID basis and subsequently provides a text proposal for a possible inclusion in the TR 36.856.
2 Discussion

2.1 Mobility Settings Change per PLMN-ID:

Current load-balancing algorithms are triggered upon detection of an imbalance in terms of the overall load in two adjacent neighbour cells. The purpose of the current Mobility Settings Change procedure is to propose a change to the handover trigger settings used by a neighbour cell when triggering handover towards the initiating cell in order to reduce the detected imbalance. Taking the example in Fig. 1, based on overall load, Cell 2 may propose a change to the handover trigger settings in Cell 1 with respect to Cell 2 such that Cell 1 delays handovers of UEs (particularly belonging to PLMN-B) from Cell 1 to Cell 2. However, Cell 1 may reject such a proposal, based on the load situation of PLMN A UEs, preferring instead to trigger HOs of PLMN A UEs earlier rather than later. In fact, the ideal adaptation to handover parameter settings would be such that Cell 1 triggers handovers of PLMN A UEs towards Cell 2 earlier, and triggers handovers of PLMN B UEs towards Cell 2 later. The existing Mobility Settings Change procedure does not allow such differentiation
While still satisfying the observation appearing in TR 36.856 V0.2.0 [2], the objective of this contribution is to stress the fact that blindly treating UEs of different PLMN-IDs in the same way for offloading purposes through the existing Mobility Settings Change procedure has to be avoided:
Proposal 1: RAN3 is kindly requested to Agree that Mobility Settings Change procedure has to be enhanced to enable Selective Offloading in RAN Sharing Situations and to Agree on the text proposal provided.
3 Conclusion and proposals
After highlighting problems associated with existing Mobility Settings Change procedure, this paper argues that the existing Mobility Settings Change procedure needs to be enhanced to enable selective offloading while considering agreed quota and current load per PLMN-ID. This is possible by allowing eNBs to carry out Mobility Settings Change per PLMN-ID. Based on this, this paper makes the following proposal and provides a text proposal:
Proposal 1: RAN3 is kindly requested to Agree that Mobility Settings Change procedure has to be enhanced to enable Seletive Offloading in RAN Sharing Situations and to Agree on the text proposal provided.
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5 Text proposal

	*** Fist change ***


4.z
Support for MLB in RAN Sharing 
Hosting E-UTRAN Operators have the need to optimize E-UTRAN resource usage within the shared E-UTRAN for a particular coverage area. At the same time, the agreed shares of E-UTRAN resources based on a single cell and sector for each Participating Operator need to be respected. Likewise, Participating Operators have the need to optimize their E-UTRAN resource usage among shared and unshared E-UTRAN for a particular coverage area.
The capability to perform load balancing on an individual Participating Operator's traffic basis within a shared E-UTRAN should be supported. 

The capability to perform load balancing on the combined traffic of all the Participating Operators within a shared E-UTRAN should be supported. 

The capability to perform load balancing between an individual Participating Operator's traffic within a shared E-UTRAN and traffic in that Participating Operator's unshared E-UTRAN where the shared and unshared E-UTRAN coverage overlaps should  be supported.
Note: 
Load balancing capabilities are expected to take into account the allocation of resources to each Participating Operator and the load level for each Participating Operator to the extent possible, so that the principal objective to maximize throughput is not impacted
4.z.1. Problem description:

a)
Current load-balancing algorithms may be triggered on noticing of imbalance in terms of the overall load in two adjacent neighbor cells. These existing mechanisms are not able to take into account per sharing operator load.
4.z.2 Solutions:

Following high-level solutions have been identified for (a):

1) Load balancing among Shared neighbour cells has to take current Load per PLMN ID and agreed quota per PLMN ID into consideration
The current mechanism does not allow selective MLB treatment per PLMN-ID through Mobility Settings Change procedure in RAN Sharing Situations that should take into consideration the agreed quota and current load per PLMN-ID. In order to enable eNBs to perform selective offloading through Mobility Settings Change procedure while considering agreed quota and current load per PLMN-ID, eNBs need to carry out Mobility Settings Change per PLMN-ID. 
	*** Remaining text not changed ***
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Fig. 1: Strictly Resource partitioned two Adjacent Cells with Allowed and current Load
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