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1 Introduction

Paging optimization in LIPA/SIPTO@LN case was raised in[1] on RAN3#83 meeting, in this contribution, we will provide the background and give analysis on the issue and solutions for paging optimization.
2 Discussion
2.1 Backgroud

According to TS23.401[2]:

The MME may use the EPS bearer context information identified by EPS bearer ID received in Downlink Data Notification message in order to control the paging based on operator policy, such as:

-
paging retransmission strategies;

-
determining whether to send the Paging message to the eNodeBs during certain MME high load conditions;

-
paging optimisations for traffic arriving on the PDN connection used for Local IP Access without mobility or SIPTO at the Local Network with L-GW function collocated with the (H)eNB.
According to the above text, it is stated clearly that by using the EPS Bearer ID information in the DDN message the MME can determine whether the downlink data arrive on the LIPA/SIPTO PDN connection, and it can be used for paging optimization. Therefore, only LIPA/SIPTO@LN with collocated GW is allowed to do paging optimization.
Proposal1: The requirement on paging optimization for SIPTO@LN with standalone GW shall be discussed and confirmed in SA2 first.

On the other hand, there are concerns raised in SA2 at SA2#82 meeting that if UE has multiple EPS Bearers and the downlink data on the LIPA PDN connection arrives at first, according to TS23.401, because the Serving GW receives additional downlink data packets for a bearer with same or lower priority than the first Downlink Data Notification was sent for, the Serving GW buffers these downlink data packets and does not send a new Downlink Data Notification. Then the MME will page only the HeNB with the collocated L-GW providing Local IP Access. It may lead to the risk of paging failure for the other EPS Bearers when UE moves out the area of HeNB. Of casue, it works well for the case that a disconnect of the UE when in IDLE mode, it may return to service soon after or UE without mobility. Therefore, we propose to ask for SA2 clarify the MME’s behaviour for paging optimization first before we introduce more impact on RAN specification.
Proposal2：The understanding that “when the paging is triggered by downlink data of Local IP Access or SIPTO@LN PDN connection, the MME may only send Paging messages to the relevant (H)eNodeB(s) which is collocated with the L-GW for LIPA/SIPTO@LN.” shall be confirmed by SA2, if agreed, the paging optimization behaviour in MME shall be clearly stated in TS23.401.
2.2 Evaluation Solutions

Only after proposal1&2 are confirmed in SA2, the same paging optimization function shall be standardized in RAN for the case that HeNB GW introduced. Here we only discuss the solutions for LIPA/SIPTO@LN with collocated L-GW on HeNB GW deployment, the paging optimization is done by the HeNB-GW instead of MME.
Usually, MME can know which kind of node it connects with based on the (H)eNB global ID included S1 setup procedure. When HeNB GW is introduced, how to recognize HeNB GW from eNB depends on implementation, e.g., configuration data.
Solution 1) MME sends the paging message to HeNB GW with collocated L-GW IP Address
When the MME receives the Paging from collocated L-GW, the MME should only distribute the paging to the HeNB-GW where the HeNB connecting to, however, the MME can not recognize the L-GW and HeNB GW mapping information when LIPA/SIPTO@LN service is initiated, because the collocated L-GW IP Address will only be included in UE-related signalling except some implementation solution shall be used in MME(e.g. configuration), therefore, it shall be confirmed by SA2 that MME has the capability to get and maintain the L-GW IP Address and HeNB GW ID mapping information.

Then MME sends the paging message to HeNB GW with collocated L-GW IP Address. However, according to current TS36.413, collocated L-GW IP Address will not be transferred to HeNB GW because it is only included in UE-associated message, INITIAL UE MESSAGE, UPLINK NAS TRANSPORT.
Even the HeNB-GW receives the collocated L-GW IP Address in Paging message from MME, the HeNB GW still has no choice but sends the paging message to all HeNB in the TAI with CSG membership filtering. Because the HeNB GW has no way to get the L-GW IP Address and HeNB ID mapping information locally.
One possible way is when HeNB setup S1 connection with HeNB GW, it shall include L-GW IP Address in S1 SETUP REQUEST message (which also includes HeNB ID). However, such kind of mechanism has been ruled out in R12, there is no need to bring that up again only for paging optimization.
The signalling flow shows in Figure1.
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Figure1. Signalling flow of Solution 1)
Solution 2) MME sends the paging message to HeNB GW with ECGI
When the MME receives the Paging from collocated L-GW, the MME should only distribute the paging to the HeNB GW where the HeNB connecting to, for example, the MME can easily recognize the L-GW and ECGI mapping information when LIPA/SIPTO@LN service is initiated. MME sends the paging message to HeNB GW with ECGI. Then the HeNB GW can send the paging message to the HeNB indicated by ECGI. Usually, HeNB ID and ECGI is the same.
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Figure2. Signalling flow of Solution 2)
So based on the above possible solutions analysis, if paging optimization shall be completed in HeNB GW, the standard impact and MME behaviour will need to be evaluated. Solution 2) has less impact on RAN specification and does not need MME to get the relationship between the L-GW and HeNB GW, which is not easily for MME to get this.
Proposal3: Only after Proposal2 is confirmed by SA2, then paging optimization solutions supported in HeNB GW shall be discussed and evaluated. Solution 2) has an advantage over Solution1).

3 Conclusion

According to the above discussion, the following proposals are provided:
Proposal1: The requirement on paging optimization for SIPTO@LN with standalone GW shall be discussed and confirmed in SA2 first.
Proposal2：The understanding that “when the paging is triggered by downlink data of Local IP Access or SIPTO@LN PDN connection, the MME should only send Paging messages to the relevant (H)eNodeB(s) which is collocated with the L-GW for LIPA/SIPTO@LN.” shall be confirmed by SA2, if agreed, the paging optimization behaviour in MME shall be clearly stated in TS23.401.
Proposal3: Only after Proposal2 is confirmed by SA2, then paging optimization solutions supported in HeNB GW shall be discussed and evaluated. Solution 2) has an advantage over Solution1).
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