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1. Introduction
In last RAN3 meeting, it was agreed “We need concrete proposals with justification of benefit against existing feature IRAT-HO, and past study item” [1]. This contribution is meant to discuss on proposal for multi-RAT joint coordination use cases.
2. Discussion
We observed the following use cases when considering traffic steering among 3GPP RATs.
Use Case 1: Load balancing improvement
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· LTE: Cell A and Cell B are overload

· 3G & 2G: low load

· UEs: Cell A->3G, Cell B->3G   => 3G will be overload.

If handover algorithm configured in RAN is simply based on RAT priorities, e.g. LTE>3G>2G, when LTE cells become overload, they will most likely offload some UEs to 3G cells. This would gradually increase load in 3G cells. Until the 3G cell can no longer accept UEs from LTE cell, 2G cells will be chosen as target.
Although, as an alternative, target RAN is allowed to reject handover request when approaching load balancing threshold and then the concerned UE will be transferred to other RAT, this would increase handover delay and probably lead to connection interruption. If the three RATs load status are constantly monitored altogether, e.g. in a coordinator, a better load balancing decision may be made. An ideal outcome would be that load of each RAT is almost even without impacting user experience.
Use Case 2: Priority policy
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· Overlaid coverage: 2G &3G &LTE

· RAT Priority: LTE is the highest, 3G is medium, and 2G is the lowest.
· Amount of idle UEs: LTE>3G>2G    => LTE is overload when UEs enters connected.
One of the reasons to cause a RAT overload might be that cells in this RAT broadcast high priority. This may attract more (multi-mode) UEs camping on this RAT. These UEs may cause high load when they enter connected mode, especially in case of burst service requests. In this sense, if the network can perform load balancing of idle mode UEs, overload in a certain RAT like in Use Case 1 could be avoided. 
Current RAT selection parameters (e.g. RAT/frequency priority) are configured and re-configured by OAM, but OAM configuration is somewhat static. OAM may not be able to get real-time load status of each RAT and may update RAT priority in a large time scale. It can be considered to introduce a coordinator to adjust RAT priority policy dynamically based on each RAT load status, i.e. to perform “load” balancing of idle mode UEs.
Use Case 3: Inter-RAT HO 
Currently, 3GPP has defined different QoS parameters for LTE/3G/GSM. During inter-RAT handover, the target may make admission control based on local policy. The QoS used in the source RAT may be translated to corresponding QoS parameters used in target RAT. How to perform this mapping is up to implementation at present and different network vendors may deploy different mapping policy. In order to provide consistent user experience during inter-RAT mobility, a coordinator might be useful to make appropriate QoS mapping taking into account e.g. available resource in each RAT.
3. Conclusion
Based on the discussion above it is summarized the following proposal:

Proposal: RAN3 is kindly asked to consider the following use cases in this SI:
· Load balancing improvement
· Priority policy

· Inter-RAT handover
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