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1
Introduction

Due to observations based on simulations [2] in the study item phase it was considered possible to achieve the per-user throughput gains close to the technology potential by the bearer split option (3C) if certain conditions are fulfilled.
Flow control was identified as an important condition in the study item:

“d) Flow control is used from SeNB towards MeNB.

 e) Flow control commands are sent frequently.” [1]
It is currently also FFS whether flow control for split bearers is implemented as an X2 user plane function.

In this contribution, we discuss flow control over the X2 interface and propose to use data requests realized by a new GTP-U extension header. The mechanism is re-using some ideas from well known 3G flow control but is further simplified and adopted to the specific flow control needs of the dual-connectivity work item. A TP is provided in the Section 3 of this contribution. Compared to the previous version of this contribution from last meeting [6] simulation results were added in Section 2 showing the gain in user throughput performance with dual-connectivity and bearer split option with frequent request-based flow control mechanism as compared to having no flow control at all.
2
Discussion
2.1
The flow control information and periodicity

Flow control mechanism for split bearers is important because:

· If the transmission buffer in SeNB runs out, the user throughput gains of dual-connectivity are reduced
· If too much data is pushed to the SeNB transmission buffer, transmission delay via SeNB is increased, up to the point where packets that are transmitted considerably delayed are missing the reordering window at the UE’s PDCP layer and will simply be discarded at reception by the UE. At an extreme, the SeNB may need to discard packets received from MeNB due to buffer overflow. Packet loss for both these reasons causes TCP to slow down even when not otherwise necessary.
For a well working flow control mechanism it’s the minimum required functionality to send frequently enough information from the SeNB to the MeNB that allows the MeNB sending exactly the amount of data the SeNB is able to digest. Another important requirement is that the flow control mechanism is reliable, i.e. the flow control mechanism shall not cause packet loss because that this may trigger TCP slow start events.
These requirements can be guaranteed by the following mechanism: 

The SeNB requests for a certain amount of bytes that fits best to the buffer status at the SeNB and reserves corresponding buffer space. The MeNB receiving the data request knows that the SeNB can digest this amount of data without risking any packet loss. This is not a completely new method because also in the flow control mechanism of the UTRAN the NB requests for a certain amount of PDUs [7] and while there are of course differences between the UTRAN/E-UTRAN it still indicates that this has already shown to work well in practice.
The MeNB may then use the received information and e.g. send an equivalent number of packets (or less, if no more packets are available to be sent to the SeNB).
Next we present some system level simulation results to illustrate the benefits of a request-based flow control mechanism with frequent data requests from SeNB to MeNB as compared to a scenario with blind data forwarding from MeNB to SeNB (i.e. no data requests from SeNB to MeNB). Without flow control it is assumed the MeNB derives an approximate estimation of the available throughput in the SeNB based on UE measurements (RSRQ, RSRP) and some information on the load level in the SeNB, and periodically forwards data to the SeNB based on such rough estimation. With flow control initial transmission of data to the SeNB follows the same principle as described above, however the SeNB can now send frequent data requests to the MeNB asking for specific amounts of data. X2 latency is explicitly modelled when signalling data requests from SeNB to MeNB, as well as when forwarding data from MeNB to SeNB. For sake of simplicity it is assumed the SeNB transmits data requests to the MeNB periodically. It is furthermore assumed that the SeNB calculates UE-specific data requests based on the average past scheduled throughput in the SeNB and a configured SeNB target buffer depth. The most relevant simulation parameters related to flow control are summarized in Table 1. More details about the flow control algorithm can be found in [2]. The general simulation assumptions are given in Appendix A (Table 2), and more detailed assumptions can also be found in Annex A of 3GPP TR 36.872 [5] (scenario 2a).
Table 1: Simulation parameters (and setup) related to the implementation of non-ideal backhaul
	Backhaul latency
	20 ms

	SeNB target buffer depth
	40 ms

	Flow control periodicity
	5 ms
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Figure 1: User throughput performance with dual-connectivity and bearer split option with and without frequent request-based flow control mechanism between SeNB and MeNB
As the results clearly show, the gains of dual-connectivity with bearer split are significantly reduced without a flow control mechanism that is able to rapidly adapt to the varying SeNB’s data delivering capabilities (due to e.g. the changing radio channel and load conditions in the SeNB).

Proposal 1: RAN3 agrees on the introduction of X2 signalling necessary to support a request-based flow control mechanism with frequent data requests from SeNB to MeNB. The flow control data request that is frequently sent from SeNB to MeNB is requesting for a certain amount of data octets. 
In theory the SeNB knows best when to send a subsequent data request according to the status of the air interface and the buffer status at SeNB side. Therefore in principle there might not be the need to specify the periodicity of the data requests, as well as to standardize ways for the MeNB to configure such periodicity and/or other parameters that the SeNB should use to determine data requests and/or when to send them (e.g. the SeNB target buffer depth). However, practical deployments of dual connectivity with bearer split option might also benefit from the possibility for the MeNB to configure a certain flow control periodicity, as well as the target buffer depth the SeNB should use to issue data requests. Note that the possible configuration of a given flow control periodicity might not prevent the use of SeNB triggered data requests.
Proposal 2: As a working assumption the SeNB decides when to send a flow control data request. It is FFS whether the MeNB might also be allowed to configure a minimum periodicity for the data requests, as well as other parameters that the SeNB should use for data requests and/or when to send them.
2.2
The granularity of the flow control information

As possible alternatives, the SeNB may request data at different level of granularity, e.g. the data request message may request data either:

· Per UE; or
· Per sub-groups as separately per GBR/non GBR, or per QoS Class Identifier (QCI) and maybe Allocation and Retention Priority (ARP); or
· Per DRB
The SeNB has no knowledge about the MeNB’s buffer status. Therefore it is counterproductive if the SeNB requests data for granularities below UE level, e.g. the SeNB may requests data for DRBx but the MeNB may currently have no data present for DRB-X while plenty of data would be available for DRBy. This example makes clear that sending further information from MeNB to SeNB (e.g. MeNB buffer state) would be beneficial to minimize such scenarios. However, we think that the flow control can be simpler and unnecessary duplications of RRM functionality can be avoided by applying the following principle:
The SeNB is just reporting how many bytes it can handle for a particular UE, whereupon the RRM/QoS decision is made by MeNB with regards to from which bearer to transmit data.

Proposal 3: The SeNB data request refers to UE level. It’s the MeNB’s decision on what DRBs data packets are sent.

2.3
Starting and pausing of the flow control messaging
No start/stop messages are really needed. When a SeNB is added, the SeNB knows the bearer characteristics it needs to support for each split bearer, sets buffer size accordingly and may request initial amount of data for the UE. Alternatively, the MeNB could forward an initial amount of data at SeNB addition without necessarily waiting for an initial request from the SeNB. If MeNB has no more data, it simply doesn’t send any more data. The SeNB recognizes that no more data is received and may, after requesting again for an initial amount of data, suspend the data requests or may occasionally send updates for the initial data request, if necessary.
Anyway we think the MeNB running out of data should be a rare event when the UE is configured for dual connectivity with bearer split option. When this occurs for longer time the dual connectivity operation should most likely be de-configured. So a SeNB continuously sending data requests even if the MeNB is not forwarding any data should not be a big problem.

However, we think that whether (and for how long) or not the SeNB should stop sending forward data requests to the MeNB when the MeNB does not transmit any data can be left as an eNB implementation issue and does not need to be addressed by specifications.

Proposal 4: No additional special messages are needed to start/resume or stop/suspend sending data request messages.
2.4
C-Plane or U-Plane based flow control messaging
The simple design of the flow control mechanism as proposed above allows using a GTP-U based message, e.g. by defining a new GTP-U extension header type “Flow Control Data Request” transferring the amount of requested bytes. If there’s an uplink data packet waiting for transmission for any of the UE’s DRBs the extension header can be sent together with the uplink user data packet. Otherwise, if the SeNB decides to issue a data request but no UL user data is currently available to be sent for the UE on any of the UE’s DRBs, then the SeNB may send a GTP-U packet containing the “Flow Control Data Request” extension header only, i.e. the GTP-U packet may transmit only an extension header. This avoids flow control from stalling due to missing UL data. 
If there are more than one DRBs available for a UE to send the flow control data request only one GTP-U packet containing the extension header should be sent by the SeNB in order to keep the additional overhead small.

Note that more than one extension headers can be sent within a GTP-U packet. Therefore the PDCP packet delivery status indication that the SeNB has to send to MeNB to inform about possible release of buffered PDCP SDUs may also be sent together with UL user data and/or the flow control data request which may also further reduce the overhead (the issue with the PDCP packet delivery status indication is handled in a companion discussion paper [3]). 
The advantage of using a new GTP-U extension header compared to using a new X2AP message is that:
· the additional overhead due to flow control is quite low, especially at occasions when UL data packets and/or PDCP packet delivery status indications [3] have to be sent anyway,
for example, under the assumption the ‘number of requested bytes’ field is 2 bytes long then:

· A GTP-U packet carrying an extension header alone is 16 bytes long.

· Adding an extension header to an existing GTP-U user plane packet adds 8 bytes to this GTP-U packet.
· the information about the requested amount data is transferred “within” the controlled flow itself, i.e. in the U‑Plane

Even in the improbable case of losing a GTP-U packet with data request extension header this doesn’t harm much because:

· the MeNB only misses a chance to send the data corresponding to the amount of data requested in the lost extension header. These packets will be sent as soon as the next data request is received;
· for the SeNB this appears as if no data was available to be sent by the MeNB when it has received the data request, i.e. this looks like a situation that can occur any time during normal operation. At any case no U-Plane data will be lost due to a too small buffer size at the SeNB.
It can be concluded that the worst consequence of losing a GTP-U packet carrying a data request may temporarily reduce the performance of the flow control mechanism because a chance to transmit DL data from MeNB to SeNB gets spoiled, but it has no severe impact with respect to higher protocol layers as for example causing TCP slow start events due to too small buffer size has been reserved at SeNB side.

Proposal 5: It is proposed to use a new GTP-U extension header for the flow control data request and to send corresponding LS [4] to CT4.
Proposal 6: The extension header may be sent together with UL user data, but may be sent without UL user data if no user data is available at this time.

3
Text Proposal
Beginning of Text Proposal
20
X2 Interface

20.1
User Plane
The X2 user plane interface (X2-U) is defined between eNBs. The X2-U interface provides non guaranteed delivery of user plane PDUs. The user plane protocol stack on the X2 interface is shown in Figure 20.1-1. The transport network layer is built on IP transport and GTP-U is used on top of UDP/IP to carry the user plane PDUs.

The X2-UP interface protocol stack is identical to the S1-UP protocol stack.
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Figure 20.1-1: X2 Interface User Plane (eNB-eNB)

Editor’s note: It is expected that support of dual connectivity requires additional text and modifications for the transport of PDCP-PDUs and flow control.
In dual connectivity operation, in order to support split bearers, flow control is used over X2. Flow control information can be sent frequently from SeNB towards MeNB.
-
A GTP-U extension header is used to indicate a certain amount of bytes that may be sent for the UE by the MeNB. The SeNB decides when to send the data requests. The MeNB decides if, and from which bearer(s) to transmit requested user data.
-
The data request may be sent together with UL user data, if possible. Otherwise the GTP-U packet may only contain the flow control extension header. If more DRBs are available the SeNB selects one to send the flow control data request message.

-
It is FFS whether the MeNB might also be allowed to configure a minimum periodicity for the data requests, as well as other parameters that the SeNB should use for data requests and/or when to send them.
End of Text Proposal
4
Conclusions
Proposal 1: RAN3 agrees on the introduction of X2 signalling necessary to support a request-based flow control mechanism with frequent data requests from SeNB to MeNB. The flow control data request that is frequently sent from SeNB to MeNB is requesting for a certain amount of data octets. 

Proposal 2: As a working assumption the SeNB decides when to send a flow control data request. It is FFS whether the MeNB might also be allowed to configure a minimum periodicity for the data requests, as well as other parameters that the SeNB should use for data requests and/or when to send them.
Proposal 3: The SeNB data request refers to UE level. It’s the MeNB’s decision on what DRBs data packets are sent.

Proposal 4: No additional special messages are needed to start/resume or stop/suspend sending data request messages.
Proposal 5: It is proposed to use a new GTP-U extension header for the flow control data request and to send corresponding LS [4] to CT4.
Proposal 6: The extension header may be sent together with UL user data, but may be sent without UL user data if no user data is available at this time.
Proposal 7: It is proposed to agree on the proposed TP to TS 36.300.
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Appendix A: 
Simulation parameters

Table 2: Simulation settings
	Parameters
	Setting/Assumptions

	Network layout 
	7 macro sites (21 macro cells), wrap-around
1 cluster of small cells per macro cell, 4 small cells per cluster


	Channel profile
	ITU channel model

	UE location
	20% outdoor UEs, 80% Indoor UEs

	Inter-site distance  / cell radius
	Macro cell: 500 m (ISD);
Small cell: 50 m (Cell radius)

	Transmit power
	Macro eNB: 46 dBm 
Small cell: 30 dBm

	Bandwidth
	2 x 10MHz @ 2GHz and 3.5 GHz

	Antenna configuration
	2 x 2 MIMO with rank adaptation and interference rejection combining

	Antenna gain
	Macro: 17 dBi

Small cell: 5 dBi

	Bursty traffic model
	Poisson arrival with fixed payload size of 4 Mbits per UE
Hotspot UE distribution
· 1/3 of UEs dropped within the macro cell coverage area,
· 2/3 of UEs dropped within the small cell coverage area (without RE)

	Packet scheduling
	Almost independent scheduling (proportional fair) at macro and small cell. Only information exchanged between macro and small cell is the past scheduled throughput per UE

	Cell selection metric
(only with no dual-connectivity)
	RSRQ

	Available MCSs
	QPSK (1/5 to 3/4), 16QAM (2/5 to 5/6), 64QAM (3/5 to 9/10)

	BLER target
	10%

	HARQ modeling
	Ideal chase combining with max 4 transmissions
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