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1 Introduction

For UP Alternative 3C, user plane data i.e. PDCP PDUs are transmitted on X2. As depicted in the section 8.1.1.11 of TR 36.842 [1], it is essential to have flow control between MeNB and SeNB of alternative 3C for the performance gain:
· Flow control is used from SeNB towards MeNB.

· Flow control commands are sent frequently. [1]
In this contribution, we discuss flow control for a DL split bearer and propose the most feasible and efficient solution after analysis and comparison of candidate solutions. 

2   Discussion

For a DL split bearer with UP architecture 3C, there in only one PDCP entity which is located in MeNB, and there are multiple independent RLC entities which are located in MeNB and SeNBs respectively, as shown in Figure 1.
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Figure 1
DL split bearer with 3C: one PDCP entity, multiple RLC entities

Flow control operation is critical to achieve the throughput gain by a split bearer. As we know, flow control is the management of data flow between devices or between nodes in a network so that the data can be handled at an efficient pace. Flow control methods can be used to solve a variety of problems, such as:

· to synchronize transmission speed between MeNB and SeNB, 
· to optimize buffer management, and

· to avoid congestion by matching the transmission capacity of a SeNB.
It is noted that UL data split is still under RAN2 discussion. So, in the following sections, PDCP reordering timer for transmission speed synchronization will be discussed firstly, and then analysis and comparison of possible DL flow control solutions will be followed.

1.1   PDCP Reordering Timer for transmission speed synchronization 
1.1.1   Delivery Timer [2]
As already pointed out in [3], the performance of timer-based reordering mechanism is determined by the length of the reordering timer. In order to prevent premature expiry of PDCP reordering timer, the timer value should be set to a value long enough to cover the difference between the longest transmission delay and the shortest transmission delay. According to the example given in [3], this leads to hundreds of ms PDCP reordering delay if pure-timer based PDCP reordering is applied. This is because the longest transmission delay has to take into account backhaul delay, maximum number of ARQ retransmission, and the scheduling delay at SeNB at least. Although appropriate considering the worst case, this not only postpones the delivery of PDCP data to upper layer (e.g., application layer) by a large latency from time to time, but also poses a challenging requirement on UE’s PDCP reordering buffer size. To mitigate these undesirable impacts, one trade-off approach proposed in [3] was to set the timer shorter than what is appropriate for the worst case. The drawback of such approach is that the shorter timer would cause packet loss from time to time.
In order to solve the above dilemma, some restrictions may be imposed on the largest transmission delay experienced by a PDCP PDU, so that PDCP reordering timer value may be configured to a feasible smaller value without incurring premature expiry of PDCP reordering timer unnecessarily. Specifically, a delivery latency requirement can be introduced to those DL split bearer’s PDCP PDUs which are to be handled by the SeNB, and may be enforced through a DeliveryTimer at SeNB. The bearer specific DeliveryTimer value for the SeNB is configured by MeNB based on the delivery latency requirement.

The advantages of introducing the DeliveryTimer for DL split bearer’s PDCP PDUs handled by SeNB are multiple-folds:

1) Ease of PDCP reordering timer configuration: as explained already, by imposing a limit on the largest transmission delay experienced by a PDCP PDU, PDCP reordering timer value can be configured to a relatively smaller value which will not become a burden for UE PDCP reordering buffer provisioning, while avoiding the occurrence of premature expiry of PDCP reordering timer unnecessarily.

2) Potential opportunity to reassign PDCP PDUs to other eNBs and deliver them in time and avoid stalling PDCP reordering window: if the DeliveryTimer value for SeNB is configured properly, MeNB may still have sometime to decide whether to reassign the PDCP PDU to itself or other eNBs for transmission upon receiving the indication from SeNB upon the DeliveryTimer expiration of the corresponding PDCP PDU. This is extremely helpful if SeNB is congested temporarily or SeNB has to be switched, because the potential PDCP reordering delay and/or PDCP PDU losses experienced by UE can be reduced significantly if the reassignment of PDCP PDUs is done in a timely manner. For example, assume the delivery latency requirement is set as 300ms for a DL split bearer, and for simplicity the PDCP reordering timer at UE is configured as 300ms as well. Assume that the backhaul latency is 30ms one way, and the value of DeliveryTimer at SeNB is configured to be 180ms. SeNB starts a DeliveryTimer upon receiving a PDCP PDU from the MeNB. If the PDCP PDU cannot be delivered successfully upon DeliveryTimer expiry, a delivery failure indication will be sent by SeNB to MeNB for the corresponding PDCP PDU. Consequently, MeNB still has about 60 ms (=300-180-30x2) to transmit the PDCP PDU after receiving SeNB’s delivery failure indication, without resulting in the expiration of UE’s PDCP reordering timer and possibly dropping of future PDCP PDUs received by UE. MeNB may transmit that PDU itself.
3) Efficient flow control to achieve the performance gain through dual connectivity: the analysis will be elaborated in the next section.

Based on the above analysis, we propose to introduce the bearer-specific DeliveryTimer at SeNB to support the PDCP reordering operations of a DL split bearer.

Proposal 1: For a DL split bearer, a DeliveryTimer may be configured to SeNB to control the transmission latency of offloaded packet, in accordance of PDCP reordering timer configured to UE.
Proposal 2: SeNB may send a delivery failure indication to MeNB upon the expiry of DeliveryTimer, so that MeNB may help the transmission of the PDCP PDU in case of SeNB congestion/switch.
1.1.2   SeNB delivery status Report
Then, how to send a delivery failure indication to MeNB by SeNB upon the expiry of DeliveryTimer needs investigation. Which kind of SN can be utilized to identify the PDCP PDUs delivered or to be delivered: 

Solution 1: PDCP SN

· In this solution, existing SN Status report can be reused without modification. 
· SeNB needs get the PDCP SN of a PDCP PDU in implementation way. 

Solution 2: GTP-U extension header 

· In this solution, MeNB needs maintain a mapping relationship between PDCP SN and GTP-U SN, and transmits the GTP-U SN to SeNB with PDCP PDU.

· It is necessary to inform CT4 to investigate the feasibility of the solution.
Proposal 3: It is proposed to use PDCP SN based indication to notify MeNB the delivery status in SeNB.
1.2   Flow control solutions 
Solution 1: Capacity and delivery status Reporting
SeNB provides the available capacity and delivery status reporting indicates the successful delivery and unsuccessful downlink PDCP SDUs, and/or, how many bytes in can be transmitted by SeNB in the future transmission period for each E-RAB. MeNB may use it to perform Flow Control. This solution can effectively realize the function of flow control, to synchronize transmission speed between MeNB and SeNB, to optimize buffer management, and to avoid congestion by matching the transmission capacity of a SeNB. In the solution, there still some alternatives:
· Alt 1: Capacity and delivery status reporting procedure is initiated by MeNB. The transmission period and trigger threshold are also controlled by MeNB.

· Alt 2: Capacity and delivery status reporting procedure is initiated by SeNB autonomously. The transmission period and trigger threshold are also controlled by SeNB depending on implementation.

· Alt 3: Capacity and delivery status reporting procedure is combined with radio bearer split between dual connected eNBs. The transmission period and trigger threshold are also controlled by MeNB.

To effectively utilize the performance gain of flow control, it is preferred that the SeNB initiates capacity and delivery status reporting in the flow control procedure by the SeNB autonomously or triggered by the MeNB.
Solution 2: HS-DSCH CAPACITY ALLOCATION Control Frame

In UMTS, HS-DSCH CAPACITY ALLOCATION Control Frame is used by the Node B to control the user data flow. The total amount of granted capacity and is provided to CRNC by this procedure. The procedure can be requested by RNC or sent at any time decided by Node B. A similar procedure can be designed for 3C. The SeNB reports the capacity granted for DC per logic channel. However, X2 does not support “control frame” yet. 

Solution 3: Up/Down/Maintain command[4]
A new command to indicate the demand from SeNB, such as increase or reduce downlink PDCP PDU from MeNB, would be transmitted from SeNB to MeNB. Additional maintain command would also be introduced. 
· simple message, which can be realized by just 2 bits

· However, the information indicated in the message is vague. Therefore, the possible way to achieve the flow control performance is to use accumulative effect by multiple tries. It will cause multiple trips message transmission occurs.
Solution 4: Congestion Indication [4]
When SeNB experiences a certain level of user plane congestion over e.g. radio. , SeNB would indicate it to MeNB. Then MeNB may consider reducing the sending of downlink SDU towards the SeNB.

·  simple message, which can be realized by just 1 bit
· However, the information indicated in the message is vaguer than solution 3.  Furthermore, it can only realize down- direction adaptation and cannot realize accumulative effect due to threshold setting. Hence, it is difficult to achieve the expected flow control performance.

Proposal 4: it is proposed that the SeNB initiates capacity and delivery status reporting in the flow control procedure by the SeNB autonomously or triggered by MeNB.
3 Conclusion
In this paper, the flow control schemes for dual connectivity UP 3C are discussed and the following proposals are made:

Proposal 1: For a DL split bearer, a DeliveryTimer may be configured to SeNB to control the transmission latency of offloaded packet, in accordance of PDCP reordering timer configured to UE.

Proposal 2: SeNB may send a delivery failure indication to MeNB upon the expiry of DeliveryTimer, so that MeNB may help the transmission of the PDCP PDU in case of SeNB congestion/switch.

Proposal 3: It is proposed to use PDCP SN based indication to notify MeNB the delivery status in SeNB.

Proposal 4: it is proposed that the SeNB initiates capacity and delivery status reporting in the flow control procedure by the SeNB autonomously or triggered by MeNB.
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