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Discussion
1 Introduction 
It was Agreed in RAN3 #83 that Mobility Load Balancing in RAN Sharing situations needs to be further investigated [1][2]. This load balancing related problem was originally captured by SA1 in TS 22.101 [3] as one of the requirements and presented as scenario 9 in TR 22.852. Scenario 9 of [4] envisages a network where neighbouring cells are shared among different operators. Sharing is normally based on agreed quota or share ratio. This means that load balancing should consider the agreed quota per operator. However, the legacy MLB does not take such quota into consideration and can lead to serious problem as high-lighted in the next Section. 
After highlighting the MLB related problem, this paper provides a text proposal to be included in the new TR.
2 Discussion

2.1 MLB Issue and Its Impacts:

Current load-balancing algorithms get triggered on noticing of imbalance in terms of the overall load in two adjacent neighbor cells. These existing mechanisms cannot consider load per operator and hence, any load balancing action can exaggerate the situation. For instance, cell 1 of Fig. 1 is loaded to 40% overall while cell-2 is loaded to 80%. If cell 2 arbitrarily handover UEs to cell-1, UEs belonging to operator A will have serious consequences if strict resource sharing between operators are in use. 
Similarly, consider a case where operator A has used up its total share in cell 1 and cell 2. Suppose cell 1 handovers a UE belonging to operator A to cell 2 without knowing that cell 2 is also overloaded from operator A perspectives. Ping-pong under such circumstances can be minimized if the first handover is triggered with a complete picture in terms of resource usage per operator in each of two adjacent cells. 
As part of Study on next generation Self-Optimizing Network (SON) for UTRAN and E-UTRAN, it was agreed that an extra piece of information is needed to minimise or avoid ping-pong effects [5] in the case of RAN sharing such an inevitable piece of extra information needed to minimise ping-pong between two adjacent RAN shared cells can be load information per PLMN among neighbours. With this extra piece of information, a node can treat UEs differently in order to minimise load imbalance and ping-pong.
This means that neighbouring cells have to exchange their load per PLMN ID. On getting the exchanged per PLMN ID load, cells have to modify handover trigger points to selectively handover UEs belonging to certain PLMN IDs. For instance in the above example, cell 2 can offload UEs belonging to PLMN-ID B to cell 1, whereas this is not the case for UEs belonging to PLMN-ID A. This means a change in relation to Mobility Settings Change procedure (e.g., Mobility Change Request message) is envisaged.
Observation 1: In order to rectify the identified MLB issue in RAN Sharing environments, a change to Mobility Settings Change procedure is highly likely.

Currently only the total cell bandwidth is exchanged using existing X2 procedures. Thus, allowing eNBs to exchange load at PLMN-ID granularity will have an impact on existing procedures namely X2 Setup Request, eNB Configuration Update, and Resource Status Request/Report.
Observation 2: In order to rectify the identified MLB issue in RAN Sharing environments, changes to existing X2 procedures and functions are needed.

Proposal 1: RAN3 is kindly requested to consider these 2 Observations when investigating MLB related issue identified in RAN3 #83.
3 Conclusion and proposals
After highlighting MLB related problem in RAN Shared Situations, this paper further examined in terms of how it can be rectified.. Based on this, this paper makes the following Observations, proposal and provides a text proposal:
Observation 1: In order to rectify the identified MLB issue in RAN Sharing environments, a change to Mobility Settings Change procedure is highly likely.
Observation 2: In order to rectify the identified MLB issue in RAN Sharing environments, changes to existing X2 procedures and functions are needed.

Proposal 1: RAN3 is kindly requested to consider these 2 Observations when investigating MLB related issue identified in RAN3 #83.
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5 Text proposal

	*** Fist change ***


4.2
Support for load balancingHosting E-UTRAN Operators have the need to optimize E-UTRAN resource usage within the shared E-UTRAN for a particular coverage area. At the same time, the agreed shares of E-UTRAN resources based on a single cell and sector for each Participating Operator need to be respected. Likewise, Participating Operators have the need to optimize their E-UTRAN resource usage among shared and unshared E-UTRAN for a particular coverage area.
The capability to perform load balancing on an individual Participating Operator's traffic basis within a shared E-UTRAN shall be supported. 

The capability to perform load balancing on the combined traffic of all the Participating Operators within a shared E-UTRAN shall be supported. 

The capability to perform load balancing between an individual Participating Operator's traffic within a shared E-UTRAN and traffic in that Participating Operator's unshared E-UTRAN where the shared and unshared E-UTRAN coverage overlaps shall be supported.
Note: 
Load balancing capabilities are expected to take into account the allocation of resources to each Participating Operator and the load level for each Participating Operator to the extent possible, so that the principal objective to maximize throughput is not impacted
4.2.1. Problem description:

a)
Current load-balancing algorithms get triggered on noticing of imbalance in terms of the overall load in two adjacent neighbor cells. These existing mechanisms cannot consider load per operator and hence, any load balancing action can exaggerate the situation
4.2.2 Solutions:

Following high-level solution have been identified for (a):

1)
Load balancing among Shared neighbour cells has to take current Load per PLMN ID and agreed quota per PLMN ID into consideration.
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Fig. 1: Strictly Resource partitioned two Adjacent Cells with Allowed and current Load
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