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Discussion
1 Introduction
One of the tasks defined in the SID [1] concerned SON enhancements related to AAS-based deployments and dynamisms such deployments introduce:
Active antennas allow the creation of multiple vertical and horizontal beams making the deployment dynamic. That enables dynamic cell splitting/merging to handle changing load conditions. For example, beams may be steered to distribute capacity precisely according to actual traffic mix, traffic location and user demands. That makes active antennas particularly good for suburban and rural areas, where fixed deployment of pico cells is expensive, but the network may face congestion situations nonetheless. SON can automate the network deployment based on active antennas.
In the course of the work, two areas where possible enhancements may be needed were identified: 
1. Connection failures due to cell splitting/merging
2. Impact on MRO
In both cases, a solution or solutions have been identified.

In this paper we propose evaluation of the benefits and impacts of the proposals.
2 Discussion

The solutions identified to mitigate the impact of dynamic deployment changes on MRO are based on the assumption that the neighbours should be made aware of a change. This may happen either centrally, from the OAM, which simply reconfigures certain area of the network, or in more SON-like manner, when eNBs inform one another about deployment changes. The latter approach is further split into two variants: explicit indicator, where new X2 signalling is used to inform a neighbour about the reconfiguration, or implicit one, where each deployment uses different cell IDs and thus activating or deactivating such “cells” offers enough information about deployment change. These options can therefore be converted into following list:
1) OAM-based reconfiguration

2) Indicator about deployment change

a. Explicit indicator: X2-based signalling (e.g. an optional IE included the Served Cell Information IE exchanged over X2)
b. Implicit indicator: change of existing configuration parameters implicitly indicating deployment change (e.g. activating/deactivating cells, where different ECGIs are always used for different coverage configurations)
To evaluate these options, following criteria were defined:

Impact on active mode UEs: This criterion evaluates the impact on active mode UEs served by a cell modifying its coverage and/or configuration.

Impact on SON: This criterion evaluates the impact on SON, i.e. MRO.

Impact on functionality outside the RAN3 scope: This criterion evaluates the impact on functionality outside the RAN3 scope, e.g. PCI planning, OTDOA.
The table in the text proposal section provides a proposal of the evaluation.
3 Conclusions and text proposal
The above considerations are also included in the text proposal below, which is proposed to be included in the TR [2].
	*** Fist change ***


4.2.2
Impact on MRO

Problem description:

[…]

Solutions:

One solution could to let OAM reconfigure all the mobility parameters of all involved cells at each reconfiguration. This would require that the eNB informs OAM about the MRO state (e.g. the current HO trigger) before the reconfiguration. The benefit is that no new signalling over X2 is needed and the eNB does not need to store any additional information. 

Another solution is to send an indicator to neighbour cells. This indicator can either be an implicit indicator or an explicit indicator. The benefit of this solution is that the eNB can store more information of the internal state of the MRO algorithm, e.g. reports (RLF indications and HO reports) that was received but not yet taken into account. 

The explicit indicator could for example be an optional IE included the Served Cell Information IE exchanged over X2. 

One example of an implicit indicator is to re-use the ECGI and/or PCI and always use different ECGI for different coverage configurations (e.g. newly activated cells). If the PCI is changed, too, then the drawback of this is that every time the coverage configuration is changed, the PCI and ECGI must be changed, which would impact active mode UEs in the reconfigured cell.
The solutions described above can be summarized:

1)
OAM-based reconfiguration

2)
Indicator about deployment change

a.
Explicit indicator: X2-based signalling

b.
Implicit indicator: change of existing configuration parameters implicitly indicating deployment change

Evaluation:

The main difference between the suggested solutions is whether or not the PCI/ECGI used by the cell that is split shall be reused by one of the new cells created by the split. The criteria used for evaluating are presented below:
Impact on active mode UEs: This criterion evaluates the impact on active mode UEs served by a cell modifying its coverage and/or configuration.

Impact on SON: This criterion evaluates the impact on SON, i.e. MRO.

Impact on functionality outside the RAN3 scope: This criterion evaluates the impact on functionality outside the RAN3 scope, e.g. PCI planning, OTDOA.

The evaluation of the solutions is summarised in the Table 4.2.2-X.
NOTE: The table 4.2.2-X is for information only (evaluation incomplete).
Table 4.2.2-X: Evaluation of the solutions to address the impact on MRO
	
	Impact on active mode UEs
	Impact on SON
	Impact on functionality outside the RAN3 scope

	1
	If the OAM is not notified by the eNB about splitting/merging opportunities, OAM may not be aware of the UEs served at the affected eNBs;

The OAM-initiated reconfiguration may affect UEs in whole area.
	OAM may reconfigure SON and thus make the change transparent;

OAM must store and exchange SON context with eNBs;
If OAM is used only to transfer notification of cell split/merge from one of the eNBs, it may introduce unnecessary delay.
	Dynamic deployment changes based on AAS may impact services relying on deployment stability, which are not part of the network, e.g. MDT or positioning based on cell IDs.

	2a
	Since eNB is aware about the UEs served, it may select a moment that minimizes the impact on the UEs.
	The explicit X2AP indicator is meant to mitigate impact on MRO by enabling local switching of SON contexts.
	Dynamic deployment changes based on AAS may impact services relying on deployment stability, which are not part of the network, e.g. MDT or positioning based on cell IDs.

	2b
	Since eNB is aware about the UEs served, it may select a moment that minimizes the impact on the UEs.
If the reconfiguration of the cell IDs involves PCIs, it may impact more UEs than if PCIs of cells that are switched on/off are changed.
	The implicit indicator is meant to mitigate impact on MRO by enabling local switching of SON contexts.
If the reconfiguration of the cell IDs involves PCIs, it may impact automatic PCI selection (FFS).

If the reconfiguration of the cell IDs does not involve PCIs, it may impact RLF Reporting in cases when only PCI is reported (FFS).
	Dynamic deployment changes based on AAS may impact services relying on deployment stability, which are not part of the network, e.g. MDT or positioning based on cell IDs.
If the reconfiguration of the cell IDs involves PCIs, it may make the PCI planning more challenging (FFS)


4.2.Y
Conclusions
Based on the discussions and studies done so far, following conclusions concerning SON enhancement for AAS-based deployments can be formulated:

1)
Any work impacting RRM mechanism shall be consulted with appropriate WGs, e.g. RAN2.
2)
Connection continuity within modified cell may be provided based on existing functionality; inter-eNB mobility requires inter-eNB coordination (prior to the planned change)
3)
AAS-based deployment changes impact MRO; the impact may be mitigated if inter-eNB coordination is enabled
	*** Remaining text not changed ***
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