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1 Introduction
Benefits from the inte-eNB Coordinated Multi-Point (CoMP) are obtained mainly by the dynamic signaling between an eNB and an entity equipped with the coordination function. This paper demonstrates two interface alternatives to convey the dynamical signliang; the C1 interface and the X2-C interface introduced in [1]. Furthermore, it is proposed to endorse the C1 interface as the way forward.
2 Discussion
The protocol stacks of the C1 and X2 interfaces are shown in Figures 1 and 2, respectively:
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Figure 1: C1 interface protocol stack.
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Figure 2: X2-C interface protocol stack.

The User Datagram Protocol (UDP) is assumed to be the protocol of the C1 interface’s transport layer because of the characteristic of the dynamic signaling; real-time signaling. Based on this assumption, these two interfaces are demonstrated in this section.
2.1 Signaling characteristic aspect
Delivery of massive amount of messages

Inter-eNB CoMP requires dynamical signaling, which requires very frequent exchange of data. We believe that conventional eNB processes about 200 S1/X2 messages per second based on the following assumptions:

· 3000 idle/connected UEs in the eNB;

· A UE turns from idle to connected and from connected to idle 20 times an hour;

· Six S1/X2 messages are exchanged for UE mode transition; and
· Idle to connected: INITIAL UE MESSAGE, INITIAL CONTEXT SETUP REQUEST/RESPONSE
· Connected to idle: UE CONTEXT RELEASE REQUEST, UE CONTEXT RELEASE COMMAND/COMPLETE
· Other procedures, e.g. handover, tracking area update, attach, detach, session management, paging, are assumed to generate the same amount of signaling to those aroused by mode transition.
Thus, an eNB processes

3000 UE * 20 procedure/ hour/UE * 6 SCTP message/procedure * 2 = 200 SCTP messages/sec.
On the other hand, inter-eNB CoMP requires eNB to process 400 message/sec, assuming that an eNB transmits one message and receives one message every 5 ms assuming the centralized coordination scheme; in case of the distributed coordination scheme, we may expect half. If the X2-C interface is exploited for inter-eNB CoMP, then the eNB deals with S1/X2 messages with a number increased about 200%. As a result, following observation can be made:
Observation 1: If the signaling for inter-eNB CoMP is achieved via the X2-C interface, the eNB deals with SCTP/ASN.1 packets with a number significantly increased.
This might be a big burden to eNBs. If a new interface with light protocol stack is defined, those additional 400 messages for inter-eNB CoMP will be a less burden.
Sensitivity to jitter

There are several enhanced mechanisms accommodated by the SCTP; retransmission, reordering and window management mechanisms are the examples. These mechanisms ensure reliable and connection-oriented transmission of data. However, these mechanisms may impact the transfer delay and data amount for each of the transmission with a different quantity.
Observation 2: The retransmission, reordering and window management mechanisms of the SCTP may cause jitter and fluctuation in the data rate.

Since the inter-eNB CoMP has dependency on the frequent and periodic signaling, even a small jitter may degrade the performance. Less jitter is much more important than reliable data transmission since the data used for inter-eNB CoMP has a very short expiration period. In addition, those data exchanged for inter-eNB CoMP will generally have a consistent amount, e.g. in the scheme introduced in [2] the dynamic signaling from the eNB to the Central Entity (CE) may consistently include Channel State Information (CSI) report, measured Sounding Reference Signal (SRS) power and User Perceived Throughput. Thus, fluctuation in the supported data rate is not desirable for inter-eNB CoMP.
2.2 Computational power aspect
The enhanced mechanisms of the SCTP mentioned in the previous subsection also lead to high computational power. Figure 3 shows computational power consumed in devices dealing with SCTP and UDP packets.
Observation 3: Processing SCTP packets requires significantly more computaional power than processing UDP.
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Figure 3: Consumed computational power to process SCTP and UDP packets with respect to the Packet Per Second (PPS). A packet has the size of 512 bytes. Processing SCTP packets requires 50–60% more computational power than processing UDP.
It is generally expected that requirement in the high computational power to deal with the message exchange may result in:

· The eNB hardware upgrade; and

· Small number of coordination size.

The eNB hardware upgrade naturally leads additional cost for the network operation. The large number of coordination size provides improvement in the performance of the inter-eNB CoMP [3].
2.3 Deployment aspect
In case of the centralized coordination scheme, if the inter-eNB CoMP is based on the signaling exchanged via X2 interface, an available architecture alternative is Alternative A-3 [1], an eNB with the Centralized Coordination (CC) function:
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Figure 5: Alternative A-3.
On the other hand, the C1 interface allows Alternatives A-1, A-2 [1] and any other possible deployment alternative as long as the Central Entity (CE) is a logical entity.
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Figure 6(a): Alternative A-1.
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Figure 6(b): Alternative A-2.
Observation 4: X2 interface does not allow deployment flexibility that C1 interface does.
3 Conclusion
The C1 and X2-C interfaces are demonstrated and compared. Following observations are made:
Observation 1: If the signaling for inter-eNB CoMP is achieved via the X2-C interface, the eNB deals with SCTP/ASN.1 packets with a number significantly increased.
Observation 2: The retransmission, reordering and window management mechanisms of the SCTP may cause jitter and fluctuation in the data rate.
Observation 3: Processing SCTP packets requires significantly more computaional power than processing UDP.

Observation 4: X2 interface does not allow deployment flexibility that C1 interface does.
Based on the observations, it is proposed:
Proposal: To endorse the C1 interface as the way forward.
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