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1
Introduction
In paper [1] it has been shown how past discussions confirmed that a typical non-ideal one way backhaul delay is above 5ms and rather in the order of 20-60ms. 
In this contribution an overview of the scenarios and gain captured in the RAN1 SI TR on eCoMP (see [2]) is made and initial proposals on how to proceed in RAN3 work are outlined.

2
Analysis of RAN1 SI results on eCoMP
In section 7 of [2] the following conclusions concerning gains shown for a number of simulation scenarios for Inter eNB multi-point coordination with non-ideal backhaul were captured, as shown below:
----------------------------------------------------------------------------------------------------------------------------

7
Conclusion 

[…]

It was observed that CoMP-NIB gain varies as a factor of deployment scenario, backhaul delay, coordination scheme, resource utilization factor, and coordination size.
· In case of 5ms backhaul delay and high RU
· For CoMP scenario 2 with coordination size of 9, it is observed that 

· Mean UPT gain has a median of -4.7%

· 5% UPT gain has a median of -3.2% 
· For CoMP scenario 2 with coordination size of 21, it is observed that 

· Mean UPT gain has a median of -5.2%

· 5% UPT gain has a median of 0.5% 

· For SCE scenario 1 in case of 4 small cells within one macro area, it is observed that 

· Mean UPT gain has a median of 6.1%

· 5% UPT gain has a median of 11.4%
· For SCE scenario 1 in case of 10 small cells within one macro area, it is observed that 

· Mean UPT gain has a median of 1.4%

· 5% UPT gain has a median of 16.4%

· For SCE scenario 2a in case of 4 small cells within one macro area, it is observed that 

· Mean UPT gain has a median of 5.1%

· 5% UPT gain has a median of 6.8%

· For SCE scenario 2a in case of 10 small cells within one macro area, it is observed that 

· Mean UPT gain has a median of 22.9%

· 5% UPT gain has a median of 11.7% 

· In case of 50ms backhaul delay and high RU
· For CoMP scenario 2 with coordination size of 9, it is observed that 

· Mean UPT gain has a median of -16.3%

· 5% UPT gain has a median of -11.4%
· For CoMP scenario 2 with coordination size of 21, it is observed that 

· Mean UPT gain has a median of -13.1%

· 5% UPT gain has a median of -2.9%  

· For SCE scenario 1 in case of 4 small cells within one macro area, it is observed that 

· Mean UPT gain has a median of -0.5%

· 5% UPT gain has a median of 2.9%
· For SCE scenario 1 in case of 10 small cells within one macro area, it is observed that 

· Mean UPT gain has a median of -0.1%

· 5% UPT gain has a median of -1.6%

· For SCE scenario 2a in case of 4 small cells within one macro area, it is observed that 

· Mean UPT gain has a median of -8.2%

· 5% UPT gain has a median of -2.2%

· For SCE scenario 2a in case of 10 small cells within one macro area, it is observed that 

· Mean UPT gain has a median of -0.9%

· 5% UPT gain has a median of 2.0% 

In summary in CoMP scenario 2 for 9 cell coordination, inter-site CoMP does not provide significant gain over intra-site CoMP with 5ms backhaul latency, with median of -4.7% and range of -6.9 to 7%. 
----------------------------------------------------------------------------------------------------------------------------

The first observation to make is that RAN1 concluded there are no significant gains achieved from Inter eNB CoMP with non ideal backhaul. This is shown by the overall results of the simulations captured in the study conclusion.
Observation 1: RAN1 concluded that Inter eNB CoMP solutions with non-ideal backhaul do not show significant gains

Furthermore, in light of the observations made in [1] the gains shown in scenarios using 5ms non-ideal backhaul latency should not be taken as reference when evaluating possible solutions for eCoMP. 

Therefore, the scenarios to be considered and taken as reference by RAN1 in their SI conclusions are those using a 50ms non-ideal backhaul latency. 

It can be seen from the simulation results captured in section 7 of [2] (and summarized in the excerpt above) that scenarios with a 50ms backhaul latency do not show significant gains. Indeed, in most of the cases these scenarios are subject to negative gains.

Observation 2: If typical backhaul performance is considered, i.e. backhaul latency higher than 5ms, the gains shown by Inter eNB CoMP solutions with non-ideal backhaul are very limited and in most of the cases negative
In light of the two observations above it is plausible to deduce that it is not appropriate to incur in considerable system changes for eCoMP, for example by introducing new RAN nodes or new interfaces, given that the gains shown by the study carried out in RAN1 are very limited.

In fact, RAN3 should ask itself if any impact to the current system is at all justified, given that in typical non-ideal backhaul scenarios with latency higher than 5ms the gains shown during the RAN1 study are mostly negative.

Observation 3: Given that the conclusion from the eCoMP study in RAN1 and the results captured in TR 36.874 outline limited gains for Inter eNB Coordinated multi-point operation with non-ideal backhaul, RAN3 should evaluate whether it is plausible to withstand high specifications impacts due to enhancements for eCoMP 
Further, it should be pointed out that those solutions proposed during the RAN1 study and with high specifications and architecture impacts consist of a new central scheduling node able to coordinate resource utilization across different eNBs. Namely, the processes forming these solutions can be summarized as follows:

1) Once traffic is available at an eNB, the eNB sends certain information to a central scheduler to enable such central node to coordinate resource utilization amongst neighbouring eNBs

2) Once information from a number of neighbouring eNBs are received by the central scheduler, determine a resource utilization policy for all eNBs to be coordinated

3) The central scheduler signals the resource utilization policy to the eNBs to be coordinated 

It can be seen from the steps above that any solution based on collection of information from eNBs and signaling of a resource utilization policy to the eNBs to be coordinated would be subject to the following drawbacks:
1) Scheduling delays: Indeed scheduling policies change dynamically and new user plane data scheduling would be subject to the delay in sending information and receiving new scheduling policies. If a backhaul latency of 50ms is considered, user plane scheduling delay would be increased by the RTT to the central scheduler, i.e. scheduling delay would be increased by 100ms

2) TCP performance degradation: Indeed, delayed user plane packet delivery would cause TCP to retransmit traffic and to go into slow start mode, which will further deteriorate user plane performance

3) RRM implementation limitation: It shall be pointed out that RRM implementation follows the principle of not being standardized nor limited by standardization. It seems clear that this principle will be broken once an eNB is forced to follow the scheduling policy derived by a central scheduler. In fact, it is possible that the eNB implementation would not be able to operate optimally with the policy derived by a central node, hence causing performance degradations 

In light of the above it can be seen that not only a RAN1 study has already highlighted that the gains of eCoMP solutions are limited but also that in certain families of solutions with high impact to specifications and architectures there are also additional drawbacks that should be taken into account. Such drawbacks were also highlighted by the proponents of centralized scheduling solutions. In fact, in [3] the following was stated:
“One drawback of CoMP with non-ideal backhaul delay is that a newly arrived packet cannot always be immediately transmitted. It can only be transmitted when the eNB has been allocated resources for downlink transmission. If an eNB has no resources for downlink transmission, the newly arrived packet would have to wait until the eNB request and gets granted the necessary resources. For this reason, a newly arrived packet may remain in the eNB transmit buffer until the coordination results are completely shared.”

The latter confirms that the delays due to scheduling coordination in a centralized manner and due to backhaul latency would be directly passed on the user plane traffic delivery delay, hence degrading user experience.

Given the issues listed above and the apparent lack of evident gain, it is proposed that any solution considered for Inter eNB Coordinated multi-point operation with non-ideal backhaul should minimise standardisation and it should avoid user plane performance degradation.
Conclusion: Solutions considered for Inter eNB Coordinated multi-point operation with non-ideal backhaul should minimise standardisation impacts and should avoid user plane performance degradation  
4
Conclusion
In this paper an evaluation of the results achieved during the RAN1 study on Inter eNB Coordinated multi-point operation with non-ideal backhaul has been made in light of backhaul performance analysis carried out in [1]. The following observations were derived:
Observation 1: RAN1 concluded that Inter eNB CoMP solutions with non-ideal backhaul do not show significant gains

Observation 2: If typical backhaul performance is considered, i.e. backhaul latency higher than 5ms, the gains shown by Inter eNB CoMP solutions with non-ideal backhaul are very limited and in most of the cases negative

Observation 3: Given that the conclusion from the eCoMP study in RAN1 and the results captured in TR 36.874 outline limited gains for Inter eNB Coordinated multi-point operation with non-ideal backhaul, RAN3 should evaluate whether it is plausible to withstand high specifications impacts 
Further, the paper described a family of solutions based on coordinated resource management in a centralized node. A number of drawbacks concerning such solutions were highlighted, which combined to the limited gains shown by RAN1 studies led to the following conclusion
Conclusion: Solutions considered for Inter eNB Coordinated multi-point operation with non-ideal backhaul should minimise standardisation impacts and should avoid user plane performance degradation
It is proposed that RAN3 agrees to the conclusion above.
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