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Discussion
1 Introduction
The problem of desynchronisation of mobility settings in SON-enabled environment was presented before in [1]. Also a simple solution was proposed to resolve it [2]. At the last RAN3 meeting, #82, it was discussed however, that also other options should be considered. In this paper we provide therefore more profound analysis of the discussed scenario and possible options.
2 Discussion

2.1 Further discussion on the scenario
The scenario addresses a case where two neighbour eNBs execute small changes of the mobility settings that according to their knowledge, do not require using the Mobility Setting Change procedure (according to stage-2 description, the procedure is to be used only if the source cell estimates that the change at the target is needed, too – otherwise it may perform own change “silently”). The problem arises when the other eNB executes similar small changes on its own: the total difference may accumulate to a significant discrepancy.
The scenario summarized above may require some further clarification. In particular, concerning the detection of the discrepancy and the need to align the settings. The question which arises namely is: how an eNB can detect the discrepancy, if it does not exchange any information concerning mobility settings with its neighbours? And why would it need to correct it?
The detection itself will likely stem from MRO. Even though it may be reasonable to suspend MRO corrective actions when MLB modified mobility settings for some UEs, the detection of failures may remain active. And the tracing of UE groups or individual UEs enabled in Rel.11 MRO may easily help identify which changes of the mobility settings lead to connectivity problems. If those changes were estimated to be small enough to skip Mobility Setting Change and the estimation was apparently wrong – it is a strong hint the eNB misses some information concerning the status of its neighbour. And that the discrepancy should be corrected as soon as possible, otherwise more UEs will risk connection failures.
The discrepancy described above, though the main driver of the discussion, is not the only scenario where a reset of the mobility settings may be useful. Another is “global congestion”: a situation in which congestion extends from one or a few cells to a broader area. In that case, the cells affected with the congestion first may request mobility setting change to resolve the scenario: in the result, their coverage shrinks, while the neighbours expand. However, as the congestion spreads, the neighbours become affected too – and when they attempt MLB actions, they are refused, because their neighbours, still suffering high load, reject requests to cancel the modified mobility settings. This leads to sub-optimal situations: the most distant users of the cell with extended coverage get very poor QoS, which is not compensated by a better QoS for users in the cell with shrunk coverage.
This is therefore another scenario where a reset is needed: a scenario where congestion spreads over a broader area thus disabling normal negotiation scheme.
2.2 Possible solutions

So far following solutions were proposed for the scenario concerning discrepancy of mobility settings:
Reset indication: it assumes the node that detected the discrepancy and needs to cancel the mobility settings sends an indication to a neighbour. The response is not relevant in this case for the sender – the indication may concern a reset that has already been executed – but it still may be meaningful (e.g. the response may indicate if the neighbour eNB followed the indication and reset own settings, or not). 

Reset request: it assumes the basic principle of the Mobility Setting Change procedure, namely negotiation approach, is not changed – only the delta is replaced with a “reset flag”. In this case the source proposes the target to cancel changes and the target may accept/reject the request.

Inquiry: it assumes the source first checks the settings at the target using an inquiry request and once it knows what is the delta used at the target, it either adapts own settings or uses regular Mobility Setting Change to request change of the delta at the neighbour (possibly to cancel it altogether). 

It is quite clear that the reset request and the inquiry are quite similar, if the sending eNB must reset, i.e. in the scenario discussed so far: in both cases eventually the sender will request the target to cancel delta. 
In order to compare the solutions, we assume following case: eNB1 has a neighbour, eNB2. eNB2 becomes congested and decreases its coverage using the MSC procedure. This way eNB1 is extended, while eNB2 shrunk. Both eNBs execute also much smaller changes which eventually lead to discrepancy that must be corrected. This is detected at eNB1. Depending on the situation of eNB2, the result may be different:
	
	Reset indication
	Reset request
	Inquiry

	eNB2 still congested
	eNB2 neglects the indication or, knowing that eNB1 will reset anyway, it resets own settings, too
eNB1 resets the settings;

>>> the situation depends on eNB2: if it resets, it is resolved;
	eNB2 rejects the request;

eNB1 keeps changed settings;

>>> the discrepancy remains;
	eNB2 informs about the delta;

eNB1 adjusts own settings;

>>> the discrepancy is resolved;

	eNB2 can reset
	eNB2 resets the settings;

eNB1 resets the settings;

>>> the discrepancy is resolved;
	eNB2 accepts the request and resets the settings;

eNB1 resets the settings;

>>> the discrepancy is resolved;
	eNB2 informs about the delta;

eNB1 adjusts own settings;

>>> the discrepancy is resolved; 


The above shows that only inquiry enables problem resolution in both cases. However, this is quite weak argument: the sender can wait until the load at the neighbour decreases and only then attempt the reset. And if the congestion at the target is over, all the solutions offer equally good way to resolve the discrepancy (explicit resets enable cancelling not needed MLB at the same time, which in case of the inquiry needs to be cancelled in a separate step). 
The other scenario identified above, the one related to the extending congestion, may be more relevant, because it concerns emergency situation. To compare the solutions, we assume the same case as above: eNB2 is shrunk due to congestion and prior usage of MSC procedure, the eNB1 is extended. However, now, eNB1 becomes congested too. Regular MSC request fails, because eNB2 rejects it. The above table can therefore be continued:
	
	Reset indication
	Reset request
	Inquiry

	eNB2 still congested
	eNB2 neglects the indication or, knowing that eNB1 will reset anyway, it resets own settings, too

eNB1 resets the settings;

>>> the situation depends on eNB2: if it resets, it is resolved and the network is optimised
	eNB2 rejects the request;

eNB1 keeps changed settings or resets anyway, due to own congestion.

>>> the situation depends on eNB1: if it resets, big discrepancy is created; if not, the network remains not optimised.
	eNB2 informs about the delta;

eNB1 requests mobility setting change to cancel the delta;

eNB2 rejects the request;

eNB1 keeps changed settings or resets anyway, due to own congestion.

>>> the situation depends on eNB1: if it resets, big discrepancy is created; if not, the network remains not optimised.


It is clear that in case of wide-spread congestion, when many cells are affected and shifting HO borders between them helps nothing (as explained above, it is more optimal in this case to stick to stable settings), the indication works better, assuming reasonable implementation at involved eNBs. 

Proposal 1: The indication-based method for resetting the changes introduced by the Mobility Setting Change procedure should be adopted. It is up to further discussion if the response is to have actual meaning.
The next step is to define the method to indicate the reset. At the past meetings a simple solution based on assigning “reset” meaning to existing, but previously senseless signalling was proposed [2]. This is very simple in terms of the changes needed (only stage-2 modification), but was questioned if it is fully backward compatible. The point is that the signalling may, in theory, be used by legacy eNBs without the reset intention. This is a valid question, but no scenario was shown in which using “zero-zero” sequence in legacy eNBs made any sense. Therefore, it must be concluded, the risk of inter-operability issues with the “zero-zero” solution is very small, if any.

Alternatively, an approach with new IEs, which is fully backward-compatible, can be adopted: a new flag is added to the existing MSC request or a new class-2 procedure is defined. Both of the options require stage-3 changes and therefore, considering that possible problems related to the “zero-zero” solution are only theoretical, we think the solution with less standardisation impact is better.
Proposal 2: The reset indication should reuse existing signalling, i.e. the “zero-zero” request, as originally proposed in [2].

3 Conclusions
In this contribution we reviewed the problem and the solutions for the reset of the Mobility Setting Change configuration. We emphasize that the problem discussed so far is an example of the scenario where the reset is needed – the same solution is needed in case of “global congestions”, i.e. a congestion that spreads from cell to cell in a broad area. Then, we analyse the proposed solutions: reset indication, reset request and inquiry. In the light of the scenarios considered, we conclude that the reset indication, as proposed originally in [2], seems to be the approach to solve the problem.
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