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1 Introduction
In previous RAN3 meetings, it has been proposed to introduce RTP multiplexing function in the Iu-CS user plane, with IP transport [1,2]. In past time, some questions were raised regarding gains, and comparison with pure header compression. But as the close time of new feature to release11 reached, discussion was stopped as well. Now we would reopen this discussion and this paper will state the details of motivation for multiplexing on the Iu-CS and provide some estimates of the bandwidth reduction that may be achieved in different scenarios.

2 Motivation to have multiplexing on Iu-CS user plane
The traffic on Iu-CS is dominated by voice packets, which in turn means that the ratio between actual payload and IP overhead is poor. Ethernet and IP/UDP overhead together might even exceed the size of the payload. The overhead would even increase in the future if IPsec or IPv6 are used on this interface.

The required bandwidth can be reduced drastically by carrying several voice packets in a single IP/UDP packet on this interface. Such multiplexing also reduces the amount of packets to be processed in intermediate nodes. The latter aspect is especially relevant e.g. for IPsec gateways in case the Iu-CS interface is protected with IPsec.

Similar optimizations have already been standardized for the Nb interface (TS29.414 [3]), A interface over IP, and Iuh interface [4,5]. The technical report for multiplexing on the Nb interfaces [6] states that a bandwidth saving in excess of 60% can be achieved, as measured at Ethernet level. Further details are presented in this contribution.
Due to the similarity of the Nb interface and Iu-CS, the technical solution of the Nb interface can be reused on the Iu-CS. In fact the TR29.814 [6] specifically states that the Nb scheme was designed to be flexible and applicable to other interfaces such as Iu-CS. 

Multiplexing could be controlled via RTCP control messages as defined in TS 29.414, clause 6.4.3.

Similarly to the Nb interface, there are many bearers per interface, which could be subject to multiplexing. Therefore the potential savings are large as detailed later in this document, while introducing only a small amount of jitter due to the necessary buffering.
Therefore it would be advantageous to make the already standardised solution of the Nb interface available as a transport option on the Iu-CS interface. The corresponding standard to be extended would be TS25.415 (UTRAN Iu interface user plane protocols).
3 General technical principles
The protocol stack to carry the IuUP payloads is RTP/UDP/IP, as per TS25.415 [7]. Currently however each UDP/IP packet carries a single RTP packet. 
In addition RTCP may be used for control messages:
	RTP/ RTCP(RFC 1889)

	UDP (RFC 768)

	IPv6 (RFC2460) 

IPv4 optional (RFC 791)


Several RTP messages including their payload would be multiplexed into one UDP packet. Additionally, RTP headers include many static fields that remain unchanged during an RTP session, and so the RTP headers may be compressed. 
The use of multiplexing and header compression would be negotiated per call via RTCP messages, and RANAP messages are not affected at all. It should be clear that RTP header compression shall be an optional feature “on top of” the RTP packet multiplexing.
The necessary multiplexing headers and compressed RTP headers can be defined in the same way as for the Nb interface [3]. 
An example of the resulting packet structure with multiplexing and without RTP header compression is shown below:
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Figure 1: Example of multiplexed packet with two RTP frames

Another example of the resulting packet structure with both multiplexing and RTP header compression is shown below:
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Figure 2: Example of multiplexed packet with two RTP frames and compressed RTP headers
The multiplexing and compression methods are independent of the protocols beneath IP and can be used e.g. in an MPLS enabled network as well as in any other IP based network. It should be noted that this proposal is distinct from Header Compression schemes that are commonly deployed over single hops (e.g. on air interfaces, or pont-point links). In such cases, a compressor/decompressor layer is used to strip/restore the combined IP/UDP/RTP headers at both ends. However, in the case that we are addressing, it is assumed that the transport network is generic, and also RTP-agnostic. Therefore the IP/UDP headers remain in place, and the bandwidth saving comes from different mechanisms, specifically transporting several RTP packets (voice calls) in a single UDP packet, and by RTP header compression.   
4 Bandwidth savings
The following generic data is provided in TR29.814. The table below represents the bandwidth savings when only multiplexing is employed, under different scenarios:
Table 1: Bandwidths with AMR12.2 (60 % activity factor)
without and with multiplexing (2 or 10 RTP frames, common IP/UDP header)

	
	PoS, IPv4
	PoS, IPv6
	Eth, IPv4
	Eth, IPv6

	BW ref
	22,88 kbps
	28,08 kbps
	29,90 kbps
	35,10 kbps

	BW, 2 pkts
	18,59 kbps
	21,19 kbps
	22,10 kbps
	24,70 kbps

	    Decrease
	19 %
	24 %
	26 %
	30 %

	BW, 10 pkts
	14,12 kbps
	14,64 kbps
	14,82 kbps
	15,34 kbps

	    Decrease
	38 %
	48 %
	50 %
	56 %


This shows that the bandwidth reduction depends on several factors such as IP version, amount of multiplexing and transport technology. In general, the savings increase with the use of IPv6 and Ethernet, and also with the number of multiplexed calls. However some non-trivial reduction is seen even when only two calls are multiplexed.

The next table shows the bandwidth savings when RTP header compression is introduced, in addition to multiplexing:
Table 2: Bandwidths with AMR12.2 (60 % activity factor) without and with multiplexing
(2 or 10 RTP frames, common IP/UDP header) with compressed RTP header
	
	PoS, IPv4
	PoS, IPv6
	Eth, IPv4
	Eth, IPv6

	BW ref
	22,88 kbps
	28,08 kbps
	29,90 kbps
	35,10 kbps

	BW, 2 pkts
	16,25 kbps
	18,85 kbps
	19,76 kbps
	22,36 kbps

	    Decrease
	29 %
	33 %
	34 %
	36 %

	BW, 10 pkts
	11,78 kbps
	12,30 kbps
	12,48 kbps
	13,00 kbps

	    Decrease
	48 %
	56 %
	58 %
	63 %


It can be seen that the additional use of RTP header compression provides additional savings in all scenarios. With both mechanisms, it is possible to achieve a bandwidth reduction of around 60%. 

It can also be seen that additionalRTP header compression is particularly beneficial in the scenarios where multiplexing provides a smaller reduction e.g. when a small number of calls has been multiplexed.
4.1 
Comparison with IP/UDP/RTP header compression
As discussed in section 3, the proposed scheme does not affect the IP/UDP headers, and the gains mainly derive from the reduction of packet numbers. Therefore this scheme is appropriate to different scenarios than IP/UDP/RTP (per-packet) header compression; specifically it works well in scenarios where the transport network is relatively complex or is not compression-aware – although it can of course be applied in any Iu-CS IP transport application scenario. 
However, it is useful to compare gains with IP/UDP/RTP header compression. Below we provide some details of the assumptions used

	Codec
	AMR 12.2 kbs

	Activity factor 
	60%

	IP version
	IPv4

	Transport overhead
	Ethernet (22 bytes) -Interframe gap not considered

	Compressed header size
	3 bytes


For the above, the following bandwidth requirements can be calculated:

	
	RTP/IP over Ethernet
	IP/UDP/RTP Header Compression
	RTP Multiplexing without RTP HC (10 frames)
	RTP Multiplexing with RTP HC (10 frames)
	RTP Multiplexing without RTP HC (25 frames)
	RTP Multiplexing with RTP HC (25 frames)

	Bandwidth per voice call (bps)
	23280
	15360
	13628
	11482
	12928
	10769

	Reduction
	0%
	34%
	41%
	51%
	44%
	54%


Note that the absolute numbers are slightly different from above, since overheads used may not be exactly the same. Nevertheless it is clear that the proposed scheme can be significantly more efficient than header compression.
Of course such a result does not imply that one scheme is always superior, but it does show that RTP multiplexing is a powerful tool for bandwidth reduction in Iu-CS UP over IP; and which additionally may be particularly suited to scenarios where it is not desired or practical to deploy IP/UDP/RTP HC over the transport network. 
5 Conclusion
This contribution has provided additional details on the proposed introduction of multiplexing and RTP header compression into the Iu-CS protocols. In particular the gains provided by this introduction have been discussed, and it is shown that these are generally significant, and exceed those available from IP/UDP/RTP header compression.
The following proposals are therefore made:

Proposal 1: RAN3 discusses the efficiency gains to be gained from the introduction of Iu-CS multiplexing
Proposal 2: RAN3 considers possible changes to TS25.415 in line with existing specifications for other interfaces

A CR has been drafted [8] which provides a possible set of changes for the TS25.415 in line with the above discussion.
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