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1
Introduction
The current E-UTRAN architecture, as specified in TS 36.300, is defined as follows:

The E-UTRAN consists of eNBs,… . The eNBs are interconnected with each other by means of the X2 interface. The eNBs are also connected by means of the S1 interface to the EPC (Evolved Packet Core), ...
The E-UTRAN architecture is illustrated in Figure 4 below.
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Figure 1 (from TS 36.300): E-UTRAN Overall Architecture.
This contribution discusses in which way the E-UTRAN architecture would change with the introduction of dual connectivity.
2
Discussion
2.1
First Step
And indeed, although dual connectivity aims at deployment scenarios with eNBs of different power class, there is no evidence that there would be any necessity to introduce a new kind of eNBs in the E-UTRAN architecture:
-
TR 36.842 [1] explicitly states, that the roles an eNB may assume in dual connectivity is not bound to its power class. (see §7.1).

-
Further TR 36.842 [1] explicates that each eNB should be able to handle UEs autonomously, providing PCell so some UEs, while acting as SeNB to others (see §8.1.3).
-
The same section §8.1.3 continues to state that each eNB will still “own its radio resources”, underlining the principle of independent RRMs, which could be seen as a direct consequence of the previous point. So, dual connectivity will not introduce any new hierarchy among eNBs.

Observation 1:
Dual connectivity will not introduce any new logical node for the overall E-UTRAN architecture.

2.2
Second Step
Now, let us assume that Dual connectivity will not introduce any new kind of eNB, but a new interface. The resulting architecture would look like as follows:
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 Figure 2: E-UTRAN Overall Architecture with an additional (Xn) interface for dual connectivity.
Taking the list of interface functions currently specified for X2 as listed in TS 36.300 as a starting point:
Control Plane functions:

-
Intra LTE-Access-System Mobility Support for UE in ECM-CONNECTED;
-
Load Management;
-
General X2 management and error handling functions (Error indication, Setting up the X2, Resetting the X2, 
Updating the X2 configuration data);
-
Mobility failure event notification and information exchange in support of handover settings negotiation;
-
Energy Saving;
User Plane functions:

-
Forwarding of user plane data during X2 HO;
one may assume that any new interface that is introduced for the support of dual connectivity should at least support the following functions

Control Plane functions:

-
Management of UE specific E-UTRAN resources for dual connectivity via Xn

-
General X2 management and error handling functions
User Plane functions:

-
Forwarding of user plane data during dual connectivity (in case of userplane option 3C);
We would assume that there exists the common understanding that the remaining functions defined on X2 should not be duplicated on Xn.

Even if dual-connectivity specific features emerge regarding load management and mobility failure/setting we believe that it is wise to rather implement those new features on X2, as the whole framework would need to be duplicated.
Looking at a simple scenario where a UE in dual connectivity consumes resources from two eNBs, and the S1-MME termination point is about to be handed over to the eNB that assumed the SeNB role so far. This would result in a situation where for a certain period of time 2 UE specific connections would exist in between the 2 involved eNBs, each connection on a different interface. We do not believe that such a situation would be the result of carefully designed system and would not like to see exception handling being discussed and probably specified for that scenario.
Furthermore, it is not at all evident which advantages would result in defining two different interfaces to interconnect the same kind of nodes.

We therefore propose, already from a pure architectural design point of view, to keep the currently specified E-UTRAN architecture unchanged and specify any dual connectivity related function on X2.
3
Proposal
Observation 1:
Dual connectivity will not introduce any new logical node for the overall E-UTRAN architecture.

Proposal 1:
Keep the currently specified E-UTRAN architecture unchanged and specify any dual connectivity related function on X2.

Proposal 2:
Capture this agreement in TR 36.842 in the following way:
<<<<<<<<<<<<<<<<<<<< Begin of Change  >>>>>>>>>>>>>>>>>>>>

8.1
Architecture and protocol enhancements for Dual connectivity
8.1.x
Overall Architecture

The overall E-UTRAN architecture as specified in TS 36.300 [5] and depicted there in Figure 4-1 is applicable for dual connectivity as well. 
Inter-eNB signalling for dual connectivity operation will be performed by means of X2 interface functions.
<<<<<<<<<<<<<<<<<<<< End of Change  >>>>>>>>>>>>>>>>>>>>
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