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1
Introduction
See LS from RAN2 in R2-133018/R3-131631 [1].
The LS states

Concerns were expressed in RAN2 that such a delivery of user traffic over the Xn interface [like in user plane options 2 and 3] could result in passing through the Security Gateway more than once in some deployment scenarios. RAN2 would like to request:
RAN3 to investigate if such scenarios could occur and if so, their views on the impacts to Security Gateway.
Action: 

RAN2 kindly requests RAN3 views on issue B listed above, taking into account possible impact on protocol architecture options 2 and 3 under consideration for small cell higher layer enhancements.

This paper discusses this topic.
2
Discussion
The scenario behind discussions at RAN2#83 may look as follows:
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The figure above shows a possible network setup, taking into account the presence of a security gateway (SEG). A SEG establishes and maintains “Security Association” between security domains (see [2]), i.e. the central SEG (not necessarily at the border of the CN security domain as shown above for simplicity reasons) connects to the RAN security domain. The RAN may be deployed with macro and pico eNBs (eNBMx, eNBPx), which corresponds to a typical network setup for which dual connectivity may be applied.
If there are no security associations established between RAN nodes that should interact for dual connectivity reasons, interconnection need to go via the next central SEG.

Such SEGs may be deployed for rather large regions, stretching probably over several hundreds of kilometres.

In case of forwarding user plane data via the Xn interface for UP options 2 and 3 between two nodes, the corresponding backhaul needs to be well dimensioned, as the same UP data would pass at least twice the same backhaul connection(s), for the common part of the backhaul infrastructure for two eNBs, even up to three times. Especially the SEG would need to process UP data three times, which might require an capacity upgrade for the SEGs in today’s networks.
In principle, this has been discussed at RAN3#81 already, when we studied the necessary backhaul properties for dual connectivity, the deployment scenario outlined in the latest LS from RAN2 in [1] depicts a concrete scenario which might be typical for certain operators’ networks.
We propose to reply back to RAN2 that we did not identify any new problems apart from the already known topics of higher link load, which includes requirements for higher packets in intermediate transport nodes, including IPsec processing capacity. 

3
Proposal
Liaise back to RAN2 along the lines in section 2, see draft LS [3].
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